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Chapter 1

INTRODUCTION

1.1 OBJECTIVES OF THIS EFFORT

14

The functional capabilities of digital devices together with their comparatively
low cost and physical resource requirements make it desirable to use computer
based systems in all areas of USAF activities and particularly for those aboard
aircraft. Of special concern is the use of such systems where the failure of a
computer can cause loss of the aircraft and flight crew -- the use of computers
in flight critical applications. Special reliability and fault tolerance (RAFT)
techniques are being Used within ASD and also in other military and civilian
aircraft organizations to minimize and cope with the effects of failure.

* .. ,. ~ However, each installation of computers in connection with a flight critical
function is bein~g treated as a special case, and there are few guidelines for
establishing requirements for such systems, managing their development or
conducting acceptance or certification tests. This Computer Resources Handbook
for Flight Critical Systems is intended as a step in filling this need.

The Statement of Work identifies the objectives for this effort as:

1. to define what is flight critical in terms of components and
configuration;

2. to explain how to specify requirements for flight critical systems; and

3. to tell the handbook users how to evaluate contractor's proposed designs.

The Handbook is intended to cover the entire life cycle of a weapon system:
concept definition, development, test, and operation and maintenance. Emphasis
is placed on the early stages of the life cycle because deficiencies introduced
there can be remedied in later stages only at very great cost.

The primary users of this Handbook are ASD project engineers in charge of flight
critical systems. It is assumed that the reader has a general engineering
background, is familiar with the functional requirements of the application
(flight control. engine control, etc.), and will utilize other guidance
documents for the administrative aspects of his job (e. g., AFR 800-1'4 for
acquisition and support procedures). The Handbook introduces the reader to the

* terminology and basic concepts of RAFT techniques, establishes definitions of
critical systems, and provides a general methodology as well as specific
examples for the application of RAFT techniques in the development and operation
of a weapon system. A brief review of the content is presented in 1.3.

The selection of a specific technique is seldom governed exclusively by
technical factors, such as computer performance or expected reliability. The
selection of a system based on prior use, availability of logistic support (test
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anticipated. Therefore the evaluation is frequently presented in terms of
acceptable solutions rather than, optimal ones. Also, get~erall principles of
economic trade-off procedures are included.

1.2 METHODOLOGY UGET

To permit the reader to judge the usefulness of this volume and of Individual
sections of It in his or her environment a brief overview of the methodology is
presented here. It is assumed that any system procured for aircraft use by ASD
will utilize high quality parts, will be assembled in accordance with the best
practice, and will undergo testing under Government supervision. Therefore many
failure mechanisms that are present in consumer goods will have been eliminated.
These procedures still leave a probability of failure that is unacceptably high
for flight critical use. Thus, a requirement for fault tolerance is implicit
once a component or system is shown to be essential for safe continuation of

Nflight or landing. A substantial portion of the Handbook therefore deals with
the definition of criticality in general terms and with the identification of
flight critical systems and components.

Many reported aircraft accidents are due to multiple causes, such as a poorly
designed access door together with faulty maintenance which permitted the
aircraft to take off without engaging all fastening devices for the door.

K. Similarly, the Three Mile Island accident involved compounded effects of five or
six individually non-critical deficiencies. It is recognized that aircraft and
nuclear power stations involve safety risks, and precautions are therefore taken
to avoid or circumrvent all single causes of failure that could lead to a

V.catastrophic event. But it is also necessary to consider multiple causes and
these are included in the methodology presented here.

Failures in many components in common use are either due to a recognized
wear-out process (e. g., an automobile battery or tire) or are permanent
failures that are attributed to random causes Ce. g., a transistor in a radio or
television set). Failures in digital equipment are frequently of a transient
nature which makes diagnosis very difficult; they are also likely to be design
related rather than due to random causes. Software failures always represent a
design fault although they may manifest themselves in a random manner because
they are t-iggered by a specific data set or computer state. Conventional
diagnosis is inadequate for dealing with transient failures, and conventional
redundancy is inadequate for dealing with design faults. Therefore flight
critical applications frequently need multiple fault tolerance provisions, and
the design and evaluation of these are specifically covered in this Handbook.

1.3 ORGANIZATION OF THE HANDBOOK

Flight critical systems are a part of the aircraft, and therefore many aspects
.7 of their development and test must be left to the discret'on of the airframe

contractor. Oni the other hand, the Government generates the requirements for
the aircraft, decides on the2 missions and operational doctrine, and is concerned

% ~ with the suppurt of the systems throughout their service life. Thus, there is a
%e.
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the contractor, and the next chapter of this Handbook Identifies the areas of
concern of the contracting organization. These inccude not only th i for, and

function of the final product but also the process attributes. The

orEa,.izational &spects of product assurance aid of verification and validation
are described Ir. this correction, and the need for careful formulation of
compliance provisions is discussed.

l'. In 1.2 it was briefly mentioned that failures in digital equipment frequently
manifest themselves in ways that differ from those encountered in most other

devices. A detailed discussion of failure modes in digital components is

therefore provided in Chapter 3 of the Handbook. The high incidence of

%- transient and intermittent failures is emphasized, as is the need to protect

against failures induced by the environment or propagated across interfaces. A
unified hardware/software failure model is introduced that views failure as due
to the interaction of an inherent fault or weakness with events in the
environment and that accounts for observation of failures at several levels.

Chapter 4 of the Handbook covers the definition of flight critical systems and
components. Criteria for criticality are discussed first, and this is followed
by an assessment of critical components by aircraft type, mission phase, and by
a description of the subsystems in which critical components are most likely to
be found. Criticality considerations arising at system interfaces are
emphasized, and special practices for sensor and actuator interfaces are
presented. Functional and performance benefits frequently motivate the
integration of flight critical systems with weapon control and related
functions, and the issues that arise from this integration are therefore
evaluated. Chapter 4 represents the transition from broad concerns with the
management of flight critical systems to the practice of failure prevention at
the technical level.

-' The next chapter deals with specific techniques for reliability, fault
containment and fault tolerance in flight critical systems. Conventional
reliability techniques and analysis and reliability improvement techniques at
the system level are described. Because temporary failures are prominent in
digital equipment, specific techniques for dealing with these, primarily fault
containment, are discussed in a separate section. Other hardware and software
fault tolerance techniques are presented together with an evaluation of their
effectiveness and relative cost. A methodology for trade-offs in the fault
tolerance area concludes that chapter.

A key responsibility of the contracting organization is to evaluate the
attainment of fault avoidance and fault tolerance throughout the development and
into the operational phase. This subject is covered in Chapter 6 of the
Handbook. Evaluation criteria, analytical models and simulation models are

described. The conduct of RAFT evaluation during development and test are
*-.' discussed, the problems of continuing the evaluation in the operational phase

are outlined, and some measures of dealing with these problems are presented.
0

The final Chapter of the body of this document presents examples of the
application of these techniques. The first example is concerned with the
statement of requirements for a flight control system during the concept
definition phase, the second one with RAFT implementation during the development
of a turbojet engine, and the third with the conduct of a reliability
improvement program after an aircraft has entered the operational phase.

%" 
%
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The appendices form an important part of this Handbook. Appendix A contains
explanation of abbreviations and acronyms and the complete nomenc.ature of D_.

standards and specifications utilized in the preparation of this document.
These are referred to in the body of the Handbook without revision letter when
the generic content of the document is involved; when specific paragraphs or
provisions are cited the revision letter is shown. Excerpts from provisions o.
the Federal Aviation Regulations that cover flight critical systems in
civil aircraft are presented in Appendix B. A bibliography is provided in

Appendix C, and source data on the reliability of flight critical systems
are summarized in Appendix D. Design notes for electric power systems are

provided in Appendix E.
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Chapter 2

THE ROLE OF THE CONTRACTIN3 ORGAIUZATION

This chapter describes the framework within which decisions on flight critical
systems and components are made in the typical DoD development program. While
personnel representing the contracting organization usually have no direct
design responsibility, there are many ways in which the statement and format of
the requirements and of the program plan can affect the design. The purpose of
the first two sections within this chapter is to surface these effects with
particular emphasis on flight critical systems. This is followed by a
discussion of outside organizations which can be of help in the management of
flight critical items: the developer's product assurance organization and an
independent verification and validation organization. The final section in this
chapter establishes the need for compliance provisions and outlines a suitable
format for these.

The procurement of computer resources is governed by a number of DoD and
departmental regulations, such as AER 80C)-14. The responsibilities and actions

- discussed below are believed to be consistent with these regulations as of the
writing of this report. However, because of the changing nature of acquisition

* regulations the users of this Handbook are cautioned to ascertain the specific
constraints applicable to their project, and to tailor the guidance provided
below to fit within these constraints.

2. 1 ESTABLISHING REQUIREMENTS FOR FLIGHT CRITICAL SYSTEMS

Prior to discussing specific criticality designations it is desirable to
understand the consequences that may arise from these designations. Declaring a
component of a system as critical may result in one or more of the following
actions:

- Modifications of system structure or function;

- Special handling of the designated component;

- Training of air crews to deal with consequences of a failure; or

* - Restriction of the operational envelope.

* - The last of these is the least acceptable one for Air Force applications (as
well as for most others). The acceptability of that option is based on

operational factors and is not further discussed within this chapter.
Requirements for special training are also undesirable because (a) training of
air crews already occupies a large fraction of the total period of crew time in

the military services, and any additional training will reduce the availability
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for operational missions, (b) training for dealing with exceptional events must
be reinforced by frequent in-service check flights since the perfornance under
these condit-ons is not enhanced or observed during routine missions, and (c)
even intensive training cannot ensure that thE crew will react appropriately to
an in-flight emergency which may not exactly duplicate the training situation.
This leaves the first two courses of action as the ones that are of primary
concern in this Handbook.

The most common modification of system structure to deal with critical
components is to employ redundancy. This can take the form of two identical
components (e. g., two hydraulic pumps of the same design) or of two
deliberately different components serving the a given function, e. g., a
magnetic and a gyroscopic compass. An example of the modification of system
function is t use direct angle of attack measurement for a stall warning system
rather than to derive the warning from quantities which are already displayed to

the pilot. All of these measures increase the direct cost of the aircraft and

impose indirect and upkeep costs through the weight, power, documentation and
maintenance requirements of the added equipment.

Special handling typically involves advanced quality assurance teciniques during

manufacture and application. Such techniques are particularly applicable to
components which have a single failure mode that is well understooc. so that
signs of potential failure can be detected during manufacturing, installation,
and as part of maintenance. Many structural and mechanical aircraft parts fall

into this category. For digital equipment special handling techniques are
primarily used to reduce the probability of failure rather than as an absolute
failure prevention measure. Special handling provisions may consi,;t of
specifying a maximum failure rate for a component as a whole, defining the
procedure by which reliability shall be demonstrated, or requiring that parts
and processes comply with high quality levels in an applicable specification.
Such measures can supplement other means of dealing with component criticality.

It is seen that designation of a system or of a component as critical carries
with it a commitment to resource expenditures (beyond those required for the
function proper) for design, procurement, test, and maintenance act'ivities. A
major portion of this Handbook (particularly Chapters 4 - 6) provides
information for trade-offs to arrive at economically optimal measures for
dealing with requirements arising from criticality designations. However,

I', economies at the detail level can be insignificant relative to savngs that are
possible by care in the overall system concept that can either avo.d critical

components altogether or restrict them to partitions that have minimal
interactions with non-critical portions. It is quite obvious that
overclassification of the criticality of a component will result in unnecessary
expenditures and should therefore be avoided.

As will be seen in Chapter 3, it is impossible or, at the least, very difficult
to prevent failures in non-critical portions of a computer from afrecting
operations in critical portions. Therefore it is generally desiraile to
segregate information processing tasks based on the level of critizality of the
function served by them. This rule may be modified where the means for dealing

with the highest criticality level are already provided (e. g., in terms of a
fault tolerant computer).

These details are provided as background for the role of the contracting

organization rather than as a basis for specific actions. In most cases it I:.
desired to state requirements for a weapors sy.stem (or for portions of it)
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2.2 IDENTIF.'ATI()N OF FLIGHT CRITICAL SYTEM

Under this heading the procedural and management aspects of the identification
of flight critical systems are discussed. The criticality classification and
criteria are the subject of Chapter 4 of this Handbook.

The purpose of Identifying certain digital subsystems and components as critical
is to alert the development team, the user, and the maintenance organization to
the fact that failure of these items will have adverse effects on the crew,
aircraft or mission. The exact nature of these effects is usually unknown at
the time the systems requirements for an aircraft are generated but guidelines
are available in military specifications and in the certification procedures for
commercial aircraft (the latter will have to be interpreted for military
applications). Criticality may be specified in one of the following forms:

1. By reference to MIL-F-9490(for flight control systems);

2. By reference, with tailoring if required, to a Federal Aviation
Regulation (FAR). Pertinent FAR excerpts are reproduced in Appendix B;

3. By declaring an item to be critical for a function or segment (whicn may
be a flight or mission phase or the entire flight);

4. By reference to a subsystem performance specification (which may identify
a criticality level or may state that the system must tolerate at least a
specified number of failures);

5. By stating that a minimum level of service must be maintained after
specified failure conditions; or

6. By requiring suitably high reliability or availability for a function,
together with test or demonstration procedures.

The last three forms imply rather than state criticality. The translation fror
criticality to a fault tolerance or reliability requirement has already beer
accomplished in those cases. While these implicit identifications of the
criticality of a subsystem or function represent the current state of practice
and, in some cases, have a legal standing, their adoption is not always
advisable because (i) preventive measures may be adopted without adequate
analysis of the criticality in a given application, (ii) inconsistent

-w protection may be selected for functions of the same criticality, and (iii)
advances in technology may offer more suitable methods of analysis or failure
circumvention than are specified in existing documents.

The distinction between mission critical and flight critical functions sometimes
becomes blurred in weapon platforms. Failure of flight or engine control
functions that are required only for extreme maneuvers can cause loss of crew
and aircraft under combat conditions whereas unavailability of these functions
in other situations can be tolerated. Consideration should be given to
recognize this special class by a designation "flight critical -- combat". The
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Pr:isku fir1 dcdjiIng with trs critkcality class will depend on hCw c sey
the special functions are tied to the general flight and engine control

functions, the magnitude of the performance increment due to the sptcial
functions, and the resources required for providing various levels cf fault
tolerance.

To prevent errors or anmalous conditions from propagating to flight critical

functions, interfaces to flight critical systems and components musl receive

special management attention to:

- keep their number and complexity within bounds;

- maintain functional autonomy on each side of the interface; anc.

- exercise strict configuration control over each interface.

Functional autonomy is important in order to facilitate test and va idation of
the critical functions as a separate entity and in order to reduce the number cf
changes that affect information flowing across the interface. These
considerations reinforce what has already been said in the previous heading
about the importance of keeping criticality considerations in mind n the

. partitioning of the aircraft and its subsystems.

Critical subsystems and components require special attention not on y during the
development phase but throughout the service life of the aircraft. Incilents

*- affecting critical items are subject to mandatory reporting; maintenance on
critical items frequently has to be carried out by certified person!!el; and
engineering changes may require revalidation of the item or of subs.antial
portions of it. The incremental cost of these activities must be fictored into
the decisions made during the development or major- upgrade of an aircraft.

2.3 CCNTRACTOR ORGANIZATION FOR PRCDUCT ASSURANCE IN CRITICAL 3YsTE'5

Organizational independence of the contractor's pzoduct assurance g-oup from the

development group is recognized as an important factor in ensuring i thorough

review of critical items. Organizational independence permits chal enging of

assumptions, terminology, and product characteristics that originatd in the

development area. Also, an independent product assurance group knois that its
reputation (and future business) depends on identifying all discrepincies in the

submitted articles. It is therefore motivated not to overlook faul s.

Organizational independence can take several forms. The product asiurance group
may be part of the company that is responsible for the development ')ut report to
a level of management that has much broader respoisibilities than t)e specific
development that is being examined. In this way it is expected tha. concern for
the integrity and reputation of the company will outweigh budgetary and schedule
concerns of the development program. This arrangement is typical with regard to

individual portions of a hardware or software development. For the overall

performance of the aircraft or of a major subsyste.m a greater Jegre of

organizational independence is usually required, inJ this can only )e met by

contracting for this work to be performed by a different company. [he

independent verification and validation discussed in 2.4 Is a spec liI ca.e of

such an effort Wrect-d at cornputer3 ;ind s,,twad-
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The product assurance process may identify some deficienies or inconsistencies
which do rnot in any way compromise the functions to be performed by the items
that have been examined. The decision to waive corrective action in these
instances must b,--- referred to a review board that includes personnel of both the
contracting and the contractor organization. It is essential that personnel

* assigned to that board have detailed technical knowledge and managerial
background. The technical knowledge must cover not only the function of the
item in question but also the overall aircraft performance requirements. Where
this combined capability is not available from a single individual, several
representatives may be named. The managerial background is required to
comprehend the impact of the decisions on the contractual obligations of the
parties, and particularly to assess whether a waiver granted with regard to
design detail or to attributes of a single part can be Interpreted to imply or
constitute a waiver of overall system performance or reliability requirements.

The Military Standard for Technical Reviews and Audits for Systems, Equipments
and Computer Programs, MIL-STD-1521A, does not provide specific guidance for the
review of flight critical components or systems. However, there are provisions

Q. for system safety subjects in each of the reviews (e. g., par 30.8 for the
% Preliminary Design Review), and critical items can be covered within that

framework. As in the case of the review boards mentioned above, it is important
that the contracting organization be represented by personnel who have both
broad background in aircraft development and operation and specific capabilities
in the components under review.

Design, product assurance, and manufacturing personnel may require special
training to understand:

- the importance of their assignment to the overall mission;

- why the component or system is flight or mission critical;

- specific technical and contractual requirements governing their work; and

- procedures for reporting non-compliance.

Evidence of comprehension and retention of these subjects may be obtained by
oral or written examinations. Attendance at the training sessions and
satisfactory performance in the examination may form the basis for certification
of peicsonnel who are in responsible positions in the development, manufacture,
test, or maintenance of critical items.

Such training is expensive, and it can be given only to a select group of
participants in the program. Abbreviated versions of the material may be used
for training personnel with more restricted responsibilities, and some may not
receive any formal training at all. It is important to communicate the flight
or mission critical nature of an item to all who handle the article itself or

* documents (including drawings, test reports, etc.) related to it so that
supervisors can assign trained personnel to perform the work or provide required
guidance to untrained personnel. Marking of documents and, where appropriate,
of the item itself should be required in order to facilitate proper handling.

Problems have frequently been encountered in communicating to subcontractors the
critical nature of items in which they are involved. Subcontractors are usually
much smaller organizations, and, although they are expert in a specialty area,
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management may not understand the end use to which their product will be Put in
a weapon system. The responsibility on the pr'rne contractor to conmunicate
reliability and safety requirements to the subcontractors and to verify their
compliance is spelled out in military standards (e. g., MIL-STD-785A, par.
5.1.3, and MIL-STD-882A, par. 5.1.2d). In addition to adherence to these

requirements it may be desirable to include subcontractors in training programs,
or to establish separate ones for them, specifically tailored to their

environment and responsibilities. Subcontractors should also be required to
attend design, reliability, and safety reviews and to participate in review

boards when the activities of these are concerned with subcontracted items.

The hardware/software interface needs special attention in the management of

flight critical items. Frequently software is depended on diagnose and
recover from hardware failures. The proper execution of theae extremely

sensitive programs requires close collaboration between hardware and software
experts and must be supervised by an individual who has adequate background in

both areas. Testing of diagnostic and recovery routines must consi.der all
combinations of operating modes and timing under which the failure3 may occur

and adequate resources must therefore be alloc3ted for the planning and
execution of these tests.

2.4 INDEPENDENT VERIFICATION AND VALIDATION

While independent verification and validation (IV&V) is usually handled as a
single activity, the two components, verification and validation, serve

different objectives and involve different techniques. Verificati)n is defined

as:

The process of determining whether or not the products of a given

phase of the software developm.ent cycle fulfill the requirements
established during the preceding pnase;

while validation is defined as:

The process of evaluating software at the end of the development

process to ensure compliance with software requirements.

These definitions are extracted from the IEEE Standard Glossary of Software

Engineering Terminology [IEEE83] and are therefore couched in software terms but
can be broadened to cover the total computer system by substituting that term
where software appears in the above quotations. An overall computer dictionary
which may include this extension is still in preparation (IEEE Standards Project
610).

It is seen that verification is applied at the detail level and is an activity
that can be aided by requirements analyzers and similar software tools that
establish logical correspondence between a requirement and its implementation.

A. Verification has several phases, e. g., verifying a specification against
requirements, the design against the specification, and the code against the

design. Validation, on the other hand, is an effort of broad sccpe that Is
usually carried out by use of simulations or of use of the unit under test in
an environment simulator. In general usaKe the objective of validation is to

determine that all requirements for the intended end use of a system are being
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determine that all aspects of rellatll'ty, fault toleran.ce, and safety are

being met.

Because of the sensitive nature of the verification and validation of a flight

critical systemr, it is customary to keep all contractual aspects of this

effort separate from the development. If IV&V is not carried out by the

government itself, the responsible organization may have to certify that it

is financially and administratively independent from the developer. This

independence is essential for sound management, but it may carry a stiff
price tag because it means that two separate teams have to be educated in the

requirements, specification, implementation and test of the system. In

addition, there will be conflicts between the developer and the IV&V team which

will have to be resolved by the contracting agency, placing an additional burden

on them.

Considering only the contract costs, it has been reported that software IV&V

cost runs between 12% and 69% of the development cost [RUBE75J. The lower limit
applies for a very large project with completely defined requirements where the

IV&V contractor personnel had prior experience on a very similar project. The

high end of the range applies to small projects (less than 32k instructions)
where requirements were not clearly defined and the IV&V personnel were not

highly experienced. The size of avionics software typically falls close to the

latter case. Where IV&V encompasses both hardware and software the ratio of
IV&V to development cost may run lower than in purely software programs because

of the large fraction of hardware costs associated with manufacturing.

Successful IV&V requires that the effort be started soon after development gets

under way and well before the Preliminary Design Review. The IV&V contractor
must be completely familiar with the requirements, the system, hardware and

software specifications generated by the developer, and with the test planning

prior to the PDR. IV&V tasks should include verification of the specifications

against the requirements generated by the contracting agency. As the
development progresses, the IV&V team will verify the design, the

implementation, the pre-test documentation and the test of the system.

Because hardware and software components of the development may proceed largely

independent of each other, the IV&V effort may have to adopt a similar structure
but there must always be a core that focuses on the overall requirements and on

the integration. A graphical representation of IV&V activities when hardware
and software development is separate is shown in Figure 2-1. This structure

has been applied to the validation of safety systems in nuclear power plants,
and the figure is adopted from IEEE Std. 7.4.3.2 "Application Criteria for

Programmable Digital Computer Systems in Safety Systems of Nuclear Power

Generating Stations".

2.5 COMPLIANCE WITH RELIABILITY AND FAULT TOLERANCE REQUIREMENTS

The discussion in this section includes both the statement of compliance

provisions and the enforcement of these. Requirements levied in a statement of
work or in a specification are not ordinarily meant to be directly enforceable.
As an example, there may be a requirement to avoid single points of failure. In

the absence of separately stated compliance provisions it would take an actual
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Practices, MIL-11U- 9C, e. g., Sectlon 4.4 in the body of the standard and in
sections x,.4 o! the appendices (where xx denotes the first digital group of
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In each specification at least the following should be stated to ensure
compliance:

- One or more specific methods for determining compliance;

- Responsibility for implementation of the method (usually this is
assigned to the development contractor but it may also be assigned to the
IV&V contractor);

- Location of activity;

- Time (either a calendar date or referenced to a review); and

- Reporting of results.

Suitable methods for establishing comp iance in connection with computer
systems include:

- Analysis -- usually documented in a techni:al report and discussed

at a program review;

- Audit -- a determination that specified characteristics are present,
usua',ly documented in terms of a signed checklist;

- Review -- a deternirnatior. th _" the ite meets recuiremerts, usually of
broader scope than a-, audit, and documented in a report or minutes of
the review;

- imulatior -- the article to be examined is connected to a simulated
environment which car, range from an all software simulatior to a
compete fliFht simulator. The results are usually documented in
an e nieErinE report. It is important to require that the veracity of
the simulation itself be demonstrated and documented;

- Functional test -- test of the item against its functional
requirements in accordance with an approved test specification and
usua:ly documented in a test report;

- Quality and stress tests -- testing to determine the reliability,
design margins, endurance, and ability to tolerate unusual environments,
usually documented in test reports and a summary engineering report; and

- In-service warranties -- Warranty that the item will perform under3;, specified service conditions and for a specified time in accordance with
the requirements.

In the evaluation of these methods it must be kept in mind that those applicableto the earlier development phases (notably the first three) are usually the most

Ij.
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valuable ones because they point to problemr areas at a time when corrective
steps can be taken without major impact on development cost anid schedule.
Simulation, test, and in-service warranties may appear to be more conclusive
than the earlier methods but usually only prove that something has gone wrong
that is very difficult to correct. The existence of extensive test requirements
and of in-service warranties should in no way detract from insistence of a full

V complement of analyses, audits, and reviews. Both the contractor and the
Government benefit from early detection of difficulties in complying with a
requirement for flight critical systems.

In spite of the desire to hold the developer responsible for non-compliance with
a specification, it is frequently impossible to resolve the issue on a purely

V legal basis. Contractors justifiably limit their responsibility tc correction
of deficiencies whereas the major impact on the developing agency arises from
consequences of the deficiency, e. g., delay in schedule, inability to verify an
interface, etc. Also, the requirements imposed on the contractor way be
incomplete or inconsistent so that the responsibility for remedial action cannot
be clearly established.

For these reasons some flexibility is usually necessary in the enforcement of
the compliance provisions. In particular, the Government must be prepared to
undertake additional analyses during the development, either by the developer or

by another organization, when difficulties arise in connection with a flight
critical item. A small budget reserve for such contingencies can avoid major
delays when a difficulty is encountered that cannot be resolved wil.hin the

existing contract framework.
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The classifications presented here include:

- Area affected;

- Caise of failure;

- Persistence of failure;

- Sewerity of effects;

- Multiple failure events; and

-I - Environment in which the failure was observed.

The discussion of these classifications is intended to emphasize the

many-faceted nature of failures in computer based systems, to discourage
dependence on a single failure rate as an indicator of system reliability, and
to encourage the use of these classifications in the failure reporting fo'r
flight critical syste s.

Many schemes for reporting failures in digital systems start with a division

based on the area affected, hardware or software. A third category is desirable
to record failures in the fault tolerance mechanisms which usually Lnvolve both
hardware and software. Failures due to performance deficiencies, }ersonre.
actions, or interface with other systems snould be considered in an "other"
category.

*. In at least one current Air Force application different failure report forms are
used for hardware and software failures. This procedure is motivat, by the
difference in corrective actions required but it is not the most deoirable
approach from a technical point of view. At the time of the incidet there is
not always corrplete certainty as to the cause, and even if the inrced iate cause
is known (e. g., failure of a software routine to terminate) this m.ght still be
associated with a failure in the other category (e. g., a transient memory

failure). A unified failure reporting system makes it easier to de.ect
correlated hardware/software failures, and, as will be shown later, prevention
of these is an important concern for flight critical systems.

A further classification of causes will distinguish between random, design,
wearout and induced failures. The random failure concept is applicable to
hardware items only and implies that the true cause of the failure s a design,
wearout, process, or application deficiency which cannot be preventd or even
clearly identified with currently available techniques. The random nature of
the failure process makes hardware redundancy the choice method of circumventing
this type of failure, and, conversely, this is the primary cause of failure for
which redundancy, using identical part types, is effective.

Design faults, as the designation implies, will be found on all imp ementations

of a giver. design. The term is used here in a broad sense and includes
"* deficiencies in the requirements, specif~cations, process definiti , r . -

and irsta'lat,.on procedures as well as in the design proper. Becau ;e of tre
complexity o1' digital systems it is impossible to run -xhaustive te.,ts tl, at
would preclude the acceptance of articles that exhibit design fault:;. Also,

designr fults 'an r',-uA1t in hardwa'e itens th3t are wf-ak rather than co.p',e',y
r,-. .. " a t r I C . in , ny ye s of ust may I,e r-
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before a failure can be observed. Drsgr fau ts can be t.)e cause cf hardware,

software, and other failures, and they are considered to be the sole cause of

software failures. Because all units of a given design are affected, redundancy

using identical part types is not effective against this failure mechanism, at

least in principle. The latter qualification is inserted because where the

failure Is due to weak components (as identified earlier in this paragraph) or

to interactions with the environment (see 3.4) redundant components of the same

type may provide some degree of fault tolerance because they won't all fail at

the same time. Wearout failures can be considered as due to special type of

weakness inherent in the design which limits the useful life of the component.

They are primarily found in mechanical or electromechanical parts.

Electromigration, a process in which particles of a conductor are carried away

by the current flowing in it, is a potential wearout mechanism in microcircuits

that is very rarely encountered in current devices but could become a concern as

device dimensions decrease. The preferred method for dealing with wearout

failures is to replace the affected parts prior to the onset of wearout.

Redundancy can provide some protection against the effects of wearout failure,

particularly if the components do not have identical service time.

Induced failures are due to external events that cause specified interface

characteristics to be violated. Failures due to fire, lightning, sabotage, or
battle damage fall into this category. Random or design failures in one
component can induce failures in a connected unit, e. g. by causing
excessive voltage to appear at a data interface or by causing reduction in the
supply voltage serving both units. The prevention of the propagation of

failures in this manner is mandatory for the protection of flight critical

functions and is an important issue in integrated systems. A combined

classification of causes of failures, based on the preceding discussion,
is shown in Table 3-1.

TABLE 3-1 CLASSIFICATION OF CAUSES OF FAILURE

Area Classification

Cause Fault

Classif. Hardware Software Tol. Other

Random x x

Design x x x x

Wearout x

Induced x x

Failures can te further characterized by their duration as permanent or

transient. Int-rmittent failures are a special type of transient failure that

repeats within the observation inte-val. The reversion to normal operation

after a temporary failure can be spontaneous (e. g., by the reversal of the

failure mechanism), automatic (e. g., through exception handling in a

software routine), or initiated t, the crew (e. g., by pushing a restart

-67



buttor). If program restart is provided f r and uilized mos soft wre
failures will be in the transient categories. Even a transient failure can
produce a permanent effect at the system level if there is a significant
recovery period, e. g., the control system might go unstable or hard over.
Pprmanent failures usually have a more severe impact on safety of flight or
mission success than temporary ones. On the other hand, permanes.t failures

.. ~are easier to diagnose and repair than transient ones.

The classification of failure effects can be based on computer manifestations
or on mission effects. The latter are closely related to the criticality
criteria and are discussed in Section 4. The computer manifestations can be
characterized as bad data in a single task, abnormal termination of a single
task, bad data for multiple tasks and abnormal termination of multiple
programs. In terms of computation for flight critical functions, the latter
two effects are much more undesirable than the former ones because they imply a
propagation of failure effects beyond a single task. Substantial efforts are
therefore warranted to prevent these effects.

Many fault tolerance mechanisms are designed to deal with a single
- manifestation of failure at a time. A common example is the single bit error

correcting code used to protect against memory failures. These provisions are
unable to cope with multiple malfunctions. The investigation and prevention

-U of multiple failures is therefore an important task in the management of
flight critical systems. Multiple failures may occur due to chance
coincidence of two events that do not have a common cause. These are called
uncorrelated multiple failures. In a system that has a low intrirsic failure
rate the occurrence of uncorrelated multiple failures is extremely improbable.
By far the greater portion of multiple failures are either induced (as
discussed in a previous paragraph in this heading) or they are correlated.
The latter implies that there is a single initiator (which is vsually not
observable) for the simultaneous events. A common exarple is the failure of a
clock line that serves multiple functions. Obviously, fault tolErant design
mjst -uard against ca.ses of correlated failures, and techniques for
accomplishig this are described in Section 5 of this HandbooK. kowever, one
aspect of this is so important that it warrants repetition: the avoidance of
any common elements between a monitor and the device being monitor(d.

The failure process is modeled in this Handbook as resulting frcm the joint
presence of a fault (in hardware or software) and a triggering evert (arising
in the environment). Further details on this representation are cescribed in
3.4. Because this model emphasizes the role of the environment in causing
failures, a classification of the environment is necessar - to fully
characterize the failure process. Three major categories are founc useful for
this characterization: test environment, routine operational environment
(further classified by the level of the prevailing workload), and operational
environment while in an exception handling state. Consideration of these
categories will help in arriving at a realistic assessment of the probability of
failures, particularly with regard to hardw3re/software interactiors during
recovery from failures in a fault tolerant system.
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3.2 EXPERIENCE ON CURRENT SYSTEMS

Automatic flight control systems in general and computers in particular have
not been significant causes of aircraft accidents in the civil aviation field. A
summary of 339 accidents in the 1959 - 1968 period contains no mention of
automatic flight and engine controls as causes. Approximately 2/3 of these
accidents were due to aircrew errors, while sabotage and airframe (including
power plant) failures were tied for second place, each accounting for
approximately 1/8 of all accidents [CLIF7O).

A summary of 25 accidents and incidents in which flight controls (in general,
not restricted to automatic systems) were implicated was obtained for this
study from the National Transportation Safety Board. These events took place
between 1972 and 1981. Automatic controls do appear as a cause in these but
are a minor contributor compared to hydraulic and mechanical failures as far
as frequency of failure is concerned, and compared to pilot error as far as
severity of failure is concerned. A summary of the data is shown in Table 3-2.

TABLE 3-2

CIVIL AIRCRAFT ACCIDENTS/INCIDENTS INVOLVING FLIGHT CONTROLS (1972-81)

Primary Cause Events Fatalities Injuries Fatal. Inj.

No. % NO. %

Autom. Contr. 3 12 0 2 2 2

Mechanical 8 32 1 14 5 14

Hydraulic 7 28 0 0 0 0

Electrical 14 16 0 2 2 2

Pilot 2 8 88 17 105 90

Instruments 1 14 0 2 2 2

Total 25 89 27 116 100

The three events in which automatic flight control systems were the primary
cause involved one pitch control computer failure (in a DC-10. presumed to be
an analog computer), an unintended engagement of a yaw damper due to a wiring
mistake, and a yaw damper failure due to a coffee spill in the cockpit which
caused a short circuit in a connector. The sample is too small to draw any
statistical conclusions, but it is fairly typical that two out of the three
failures in the automatic control systems were due to external causes, one an
induced failure (spilled coffee), and one a mistake during installation (which
would be classified in the "other" area by the scheme described in the
preceding section). This indicates the importance of protecting critical

- 19 -

:h.. . . . . .A.. . . . . . . . . . . . . .. . . . -- .



systems against such incidents.

In the evaluation of data on current flight control systems it must be kept in
mind that these are not flight critical except under unusual conditions (e.
g., Category 2 or 3 instrument landings). Thus, failures in the digital
components can be overcome by simply disengaging the affected control function
and completing the flight in a back-up mode. These failures are corrected by
routine maintenance action and data on their frequency are nct available in

%the public domain.

Some pertinent further data can be gleaned from reports of the flight testing
in the AFTI/F-16 program. This project is aimed at increasing the performance
and maneuvering capabilities of the aircraft. Extensive use is made of
digital flight control functions to achieve these goals. Reports are
available on the first 118 flights conducted in this program which involve
approximately 200 flight hours [MACK83a, MACK83b]. During this period there
were several discrepancies in the performance of the automatic flight controls
such as must be expected in an experimental program. These could be corrected
by adjustment of parameters in the operational flight program. A number of
'nuisance' malfunctions occurred due to synchronization problems ini the three
parallel channels of the digital flight control system. These were eventually
corrected by software changes. The most serious failure encountered involved
the disengagement in flight of two of the three DFCS channels due to a
software problem. The fault may have been introduced in the process of making a
change and it was not detected by an otherwise rigorous test and

% configuration management system. Although the reports men-ion a number of
hardware problems these were all related to the design (primarily time skew
between the three redundant computers). No random hardware failu-es seem to
have been encountered in flight.

The experience on the AFTl program also provides insight into the capabilities
and problems with built-in test (BIT) functions. BIT detected tw: failures,
ore in an actuator and one in memory chips but there were nue '.... nuisance'
indications from BIT. Tnese were attributed to electromagnetic interference
(EMI) but the possibility that they represented a correct response to
transient or intermittent failures is not precluded. Further data ol the use
of flight critical digital systems and reliability experience with 5hese is
presented in Appendix D.

3.3 EXTRAPOLATION TO FUTURE SYSTEMS

The scarcity of current data on catastrophic aircraft accidents due to failures
in computer based systems cannot be taken as assurance that such failures will
not become a frequent occurrence in the future. There are comparatively few
digital flight or engine control systems in operational use today, and these
are (with the exceptions noted above) not flight critical. In contrast with the
prevailing conditions, it is expected that first the military servi.es and
later civil aviation will in the future use aircraft which are teavily dendent
on automatic controls for stability, maneuvering, and optimum utilization of
the power plant. The urgency of achieving and demonstrating relicillity tdl t
will support fly-by-wire techniques has prompted specialized studies and
conferences on this subject [HCPK78, WENS78, RANG79, NASA79, LARI81].
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Signi f cantly increas, , dependence or. d ig ital control is also seen in the
engine control field. In order to achieve fuel efficiency and very high power
output it is necessary to modify the inlet geometry, the guide vanes, and the
aft configuration. The actuation of these controls must be coordinated with
turbine speed and fuel flow, and only a computer based system can perform
adequately in this environment. Failure of the controller can lead to

* destruction of the engine or significantly reduced power output, both of which
will jeopardize the safety of the aircraft [BAKE823.

In addition to the qualitative and quantitative increase in requirements for
ultra-reliable digital control systems there are trends at work in electronic
circuit design and fabrication which represent an equally startling departure
from present practice: VLSI and VHSIC semiconductor devices. These can
provide greatly increased density and operating speed for digital circuits and
will undoubtedly be the building blocks for future avionics systems. The
problem in the utilization of these devices is that very little is known about
their failure modes. There is particular concern that to take advantage of
the high device density, multiple functions will be placed on one chip, and
that these functions will then be subject to correlated failures. A number of
approaches are possible for reducing the incidence of common failures but none
have been evaluated under operational conditions CHECHB2J.

Another area of concern is the software and firmware (programs that are stored
in a permanent memory). Software is seldom cited as a cause for in-flight
failures in digital flight control systems. Possible reasons for this
include:

-Software for flight critical applications is much less complex than that
for air traffic control, electronic (telephone) switching systems, or
electronic funds transfer. Flight programs are typically several thousand

* bytes long while the programs utilized in conmmand and control systems are
several million bytes long.

-Because of its criticality the software receives extensive review and
test, and because of its lack of complexity a given amount of effort can
achieve a very thorough verification. Also, flight software tends to be
stable (is rarely changed) whereas periodic and unscheduled updates are a
fact of life for most other applications. A high failure frequency is
usually encountered after an update.

-The input data for flight software contain fewer exception conditions than
those for other applications. This is particularly true for commercial
aircraft which fly the same routes under approximately the same
atmospheric conditions day after day. Even military aircraft follow a
specified flight plan in most cases. Within a given flight program the
sequence of operations is usually fixed (under control of a scheduling
algorithm). This is not necessarily so in other programs where a complex
interrupt structure may be in use.

77- In-flight failures may go unobserved unless they create highly unusual
conditions. Software failures in attitude control or engine control
systemxs may manifest themselves as slight deviations that cannot be
readily distinguished from atmospheric disturbances or fuel flow problems.
Even failures that cause an automatic system to disengage are not always
recognized as such. They may be regarded as nuisance cut-offs or, where

several crew members are involved, thought of as due to an improper action
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by otner personnel.

It is frequently difficult to diagnose a failure as being due to software
because of inability to duplicate the conditions that caused it. Many
unidentified failures in avionic systems are suspected of being due to
software.

In a study of software reliability for digital flight controls conducted by
SoHaR for the NASA Ames Research Center, a comparison was made of the fault
density (percentage of statements found to contain faults) in flight control

programs and in a number of other (mostly non-aircraft) programs [HECH83B].
As shown in Table 3-3 the fault density in flight control programs was greater

than that in the total program population. All of the programs in this sample
were developed during the same time period (1977 - 1981) and the fault density
was evaluated at approximately the same stage of program maturity. This
finding makes it likely that difficulties of observation and diagnosis are
significant causes for the low incidence of reported software failures in
digital flight systems. The primary purpose of the table in tfhe original
reference was to show the benefits of the use of a high order larguage (HOL)
on the quality of computer programs, a finding that is also of interest in the
Handbook. Further evidence of the importance of software to fligt critical
systems is seen in the AFTI/F-16 experience that was reported in tte preceding
heading.

TABLE 3 - 3 EFFECT OF LANGUA3E ON FA."- DENSITY

Program Assembly HL
Attribute

No. of programs 6 15

Program size* 1, ,2..

Fault density
' . All programs 1.03% 0.15%

Flight controls 1.58% 0.52%

Range of f. d. 0.15% - 5.21% 0.01% - 0.86%

4 Equivalent executable assembly statements

3.4 A UNIFIED MODEL FOR FAILURES IN DIGITAL SYSTEMS
•"al

Most reliability models have been based on a block diagram represeitation of
which figure 3-1 is an example. For elements in series the reliability of a
combination of elements, Rs, is given by

Ps ri Ri (3-1

%
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and for elements in parallel It is given by

n

Hp - TI (1-Ri) (3-2)

The reliability, Ri, of the individual elements is derived from past
experience or is predicted by methods identified in Military Standard for
Reliability Modeling and Prediction, MIL-STD-756, with parameters for the
prediction obtained from the Military Handbook for Reliability Prediction of
Electronic Equipment, MIL-HDBK-217.

Independent of that approach there had been models for predicting the
probability of failure of individual elements subject to a specific stress or
load which take the general form shown in Figure 3-2. This methodology had
originated in the structural field [FREU45] and had been adopted for
electronic components about ten years later [LUSS57]. It has also been
applied to mechanical and electromechanical equipment [KECE64]. The
probability of failure is obtained as the convolution integral of the load and
strength distributions, and the procedures for this are described in the
references. For the present purpose it is sufficient to know that the failure
probability is a direct function of the overlap of the two curves (the shaded
area in the figure). This probability can be reduced by increasing the
distance between the means as well as by reducing the width of the individual

- curves (usually accomplished by reducing the standard deviation of strength).
This model provides insight into the failure process and indicates that the
probability of failure can be reduced by lowering the load as well as by
increasing the strength of the item.

There had been no formal attempt at combining the two models to reflect the
interaction of load and strength at the system level although some aspects of
the environment are taken into account in the reliability prediction
parameters in MIL-HDBK-217. In the reliability assessment of fault tolerant
computers it is important to model environmental effects explicitly because
frequently the same stresses affect multiple elements or a monitored element
and the monitor. Also, there is a need to identify (and protect against)
failures at several levels of abstraction. During the IEEE 1980 Workshop on
Validation of Fault Tolerant System the need for expressing these interactions
was recognized and the failure model shown in Figure 3-3 was generated. The
principal contributors were W. C. Carter, H. Hecht, and A. L. Hopkins.

According to this model a failure arises when a fault (hardware or software)
interacts with an event in the environment which will be called a trigger.
The effect of the failure is an error which may or may not be detected. This

model shows that the number of detected errors can be affected by the inherent
fault content of the equipment, by the imposed environment, and by thethoroughness of the observation.

An application of this model to several representation levels (see below,l) of a
pitch axis failure in a flight control system is shown in Figure 3-4. The

1. The designation of these levels is based on [AVIZ82]
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initial fault is a void in the oxide layer of an integrated circuit which causes

one particular transistor to exhibit low gain. The immediate effect of this
failure at the physical level is a low output voltage, and this is Lsually not

observable unless the semiconductor device is being subjected to special tests.
The low gain appears as the fault to the next level, where the voltage is
insufficient to initiate the transition of a gate. It is here assumed that the
output of the gate was intended to set a bit in a register which in turn would
transmit the new value of the elevator deflection command. At the logic level
the effect of the failure is that required data are not available. This can be

observed only if special test instrumentation is used. The next le.el, the
information level, represents the output of the computer. Because the
enabling bit had not been set, the old value of the elevator commanc continues
to be output which represents wrong information. At the system c(r external

level the effect appears as a stuck elevator, an effect that :s clearly

noticeable to the pilot. A passenger might become aware of the malfunction in

terms of the pitch instability in the phugoid mode which can be th(ught of as a
still higher level of representation. The oxide void, low gate voltage,

lack of data, and the wrong elevator command are all causes of tl e failure,
although at different levels. Specification of the correct level for fault

identification and fault tolerance is quite important in the maiagement of

critical systems and will be discussed in Sections 5 and 6.

At the physical level it is frequently very difficult to identif i a trigger
mectianisn. In this example the oxide void might have teen tnere since the

devize was manufactured, or it might have teen created (or c)nsiderably
enlarged) recently due to thermal shock or chemical processes. Typ.cally, the

gain of the device had been at the low end of the response level of the next
gate for a long time. The trigger of the failure process :an only be

described at the logic level, e. g., simultaneous transition to low state in
gates i-i, i, and i+1 (where the affec-ted gate is designated as i). At the
information level the trigger might be identified as simultaneous altituJe and

neading change commands (which resulted in multip'e gates changing state at

exactly the same time), and at the external ltvel it might be related to a

change in navigation mode that in turn generated the combined commands. Thus,

the triggers as well as the causes of faults may have multiple
representations.

When fail-safe or fail-operative requirements are levied in a system

specification it is important to identify the representation levels at which
these are to be effective. A fail-operative capability at the physical or

logic level does not necessarily result in a fail-operative capability at the

higher levels because it does not include software and system interfaces which
are included there. On the other hand, it is possible to obtain

fail-operative attributes at a high level by utilizing multiple lower level

items each of which has fail-safe characteristics. It is extremely difficult

to design a computer to be fail-safe, and where this is a requiremtnt at the

external level an additional monitoring and disconnect corrpcnent may have to

te provided.

' '. Figure 3-5 s:t ws n'w 'Omi e faul t Ter ant syst .- s ".'r he r,;-eser.t*-d ty

this model. In a fault tolerant system or cornponet tht, ow urrerce cf

d 'nd v 1JuaI faults represents an event 1n ' r,:) r nnr:,, t r at., r t a , fail,,re

condition. It is therefore represented 3f the trigger rather tL the a:aj3t
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of failure c f t.> syst em D r co- n t On? w. ' r fault c .erase if
inadequate, i. e., where the design of fault tolerance was itself faulty,
will there be an externally observable effect if a fault occurs. he figure
shows a multi-level fault tolerant structure, a very desirable impLementation
that is further discussed in Section 5. In this example the consequences of
inadequate fault coverage at a low level are masked by the correct performance
of the fault tolerance provisions at the higher level, and an external
observer will not detect any failure.

The basic model shown in Figure 3-3 is of value in establishing requirements
for flight critical systems because it recognizes the dependence )f failure
probability on both the presence of faults in the equipment and the occurrence
of events in the environment. When a heavy workload is imposed on a digital
component the number of exception states that are encountered can increase
much more than in proportion to the throughput. Exception states are
conditions in which the computer is forced to delay the completion of a task
or to use a less desirable capability. An example is a busy communication
channel that requires that a task be suspended until needed data can be
obtained. Exception states also arise from faults that are handled by
existing fault tolerance provisions, e. g., error correction for memory or
repetition of a garbled message. Most exception states arise in connection
with input/output operations, and it is therefore significant that a recent
study has shown a startling dependence of the failure hazard on the frequency
of input/output operations [ROSS82]. Figure 3-6 is reproduced from the cited
report. The hazard is defined as the probability of failure at the level of
I/O activity at the abscissa value, given that no failure had ocCLrred at a
lower level of I/O activity. At the very least this deperJercE of failure
rate on workload suggests that a substantial amount of testing be conducted at
high activity levels. It also makes it desirable to provide sizeable
performance margins in computers associated with flight critical functions so
that fewer exception conditions will be encountered.
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Chapter 4

FLIGHT CRITICAL SYSTEMS AND COMPONENTS

This chapter discusses the definition of critical systems, where they are likely
to be found, and how criticality affects interfacing and integration of
subsystems. In the first section a number of definitions of critical aircraft
systems are presented and the terminology for this Handbook is selected. Next,
the potential for encountering critical components in various Air Force aircraft
types is investigated. A breakdown by mission phase (take off, climb, etc.) and
equipment type (yaw damper, terrrain avoidance, etc.) is used. In the third
section the characteristics of critical systems are discussed in terms of how
they interact with the primary aircraft controls. Classifications of direct
access (to primary controls), indirect access, human mediated, and non-control
functions are used in this connection. The fourth and fifth sections cover
system interfaces and interfaces within a system (between digital components and
sensors and actuators), respectively. The final section in this chapter
investigates the effect of integration on critical systems, a topic that is
becoming increasingly important in Air Force applications.

4. 1 CRITERIA FOR CRITICALITY

For aircraft that fall under the jurisdiction of the Federal Aviation
Administration, a critical function is defined as one "... whose failure would
contribute to or cause a failure condition which would prevent the safe flight
and landing of the airplane (see below,l)." In the same context, a failure
condition is defined as

A consequential airplane state which has an impact on the functional
capability of the airplane or the ability of the crew to cope with
adverse operating conditions, or which would prevent continued safe
flight or landing ... A defined failure condition provides the
criteria for classifying system functions as non-essential, essential,
or critical ...

-- - -- -

1. FAA Advisory Circular 25-1309-1, 7 Sep 1982
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(see below,2): essential designates the m,st crit;cal fur.tions, foil I ty

flight phase essential and non-critical. A flight control function is defined

as essential "...if loss of the function results in an unsafe condition or

inability to maintain FCS Operational State Ill. '" The latter state is

associated with the minimum safe operation and is defined as:

Operational State III is the state of degraded flight control system,

performance, safety, or reliability which permits safe termination of

precision tracking or maneuvering tasks, and safe cruise, descert,

and landing at the destination of original intent or alternate but

where pilot workload is excessive or mission effectiveness is

inadequate. Phases of the intended mission involving precision tracking

N or maneuvering cannot be completed satisfactorily. This state :iatlsfies

at least MIL-F-8785 or MIL-F-83300 Level 3 flying qualities requirements.

The term flight-critical will be used here to designate functions wkhose

continued operation is required to assure safe continuation of flight with

moderate maneuvers and safe landing. A good many functions will be found to be
clearly non-critical by this definition, and others will be identified as
critical in the next Section of this Chapter. However, the classification of
some functions will depend on the application (mission) of the airc-aft, the
environment (tropics vs. arctic), and the capabilities of the crew. There is no

"erring on the safe side" because placing functions that are less essential into
a hizher classification will (a) dilute the effort that can be allo--ated to the
essential functions, and (b) increase the number of flight critical interfaces,
thereby inherently degrading the reliability of the most critical fInctions as

explained in Section 4.4. Flight-critical functions should be defined as early

in the life of a weapon system as possible to permit focusing available
resources on the truly essential elements. Table 4-1 is a minimum checklist of
factors that need to be known to delineate flight-critical functions. Other

" . factors may be added to this list for specific applications.

•'I
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2. All-weather/restricted weather operation

3. Ability to land in rough terrain, water, sno

4. Expected fraction of severe weather operation (arctic locations,
hurricane research, etc.)

5. Expected fraction of terrain-following and other low-altitude operation

6. Expected availability of buddy aircraft for back-up of navigation and
flight management functions

7. Requirements for damage tolerance (particularly for damage that reduces
aerodynamic stability)

8. Minimum pilot skill levels

The utilization of these factors for the identification of flight-critical

functions is obvious in most cases. The ability to land in rough terrrain,
water, or snow makes more alternate landing sites available and correspondingly
reduces the duration for which emergency electric and hydraulic power needs to
be provided. Operation in severe weather conditions imposes a heavy workload on
the flight crew even in the absence of any equipment malfunction and reduces the
ability to cope with any abnormal operation. Low altitude operation increases
the need for automatic flight and engine controls and thus makes these functions

-more critical.

Lack of aerodynamic stability in general or for some flight conditions is a key

factor in changing the role of automatic flight control systems from a mission
essential to a flight critical function. Requirements for high maneuverability

-.'. and high speed in combat aircraft make it impossible for the designer to achieve
-. -' flying qualities that permit manual control by the pilot. At the same time the

increased functional and performance capabilities of current digital flight
control systems make them well suited for the control of aerodynamically
unstable aircraft. Automatic flight control systems can compensate for
stability and control difficulties due to damage sustained by an aircraft, and

"*. the enhancement of these capabilities is the objective of a major current effort
the details of which are outside the scope of this Handbook. Although
flight-critical functions represent a safety hazard as defined in MIL-STD-882,
the definitions and provisions of that standard have only very limited
applicability to aircraft system-. The hazard severities are defined in
MIL-STD-882 as:

- Category I - Catastrophic. May cause death or system loss.

- Category II - Critical. May cause severy injury, severy occupational

illness, or major system damage.

- Category III - Marginal. May cause minor injury, minor occupational
illness, or minor system damage.

I
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Because the severeity classification does not provide for differentiation on the
t, .. 7 r s cf the nu-:er of flight W - affect '( aI fa 'u e_ ir, f lig t..-cr t :cn
systems will be classified as Category 1. Tr, ex; ,cte fr e ,ricy of
erc-ur.terin the hazard is taken into, a-cour, in the criticality classification
of ML- T- . but not ir a marrer t.at wcu'c tE rr.. I C ors;5tI 5t w; "h thf

MIL-F-9490D definitions.

4.2 CRITICALITY BY AIRCRAFT TYPE AND MISSION PHASE

There is increasing dependence on digital computers for flight-critical

functions in all aircraft types. Factors responsible for this tEndency include:

- Reduction in flight crew size;

- Decreased aerodynamic stability (to improve maneuverability and increase

fuel efficiency);

.- teands of ad\'anced weapr, deuive-v syse-s ; a,,

- Requirements for damage tolerance whic. irrply an atility tc fly wit.
reduced aerodyamic stability or maneuverability.

In part the dependence digital technology for flight-critical functions is also
caused by the availability of equipment that is highly reliable and which can
enhance the capabilities of the aircraft in a very cost-effectiv manner. Wile

the utilization of equipment that falls intc this area car be art itrarily

restricted, doing so might deprive our forces of a technological edge.

From the foregoing it is apparent that the criticality assignments can at best

" . represent typical current practice. For most advanced aircraft types additional

systems or equipment may fall into the flignt-critical category.

The following tables list typical flig.,-critical systemrs for se'era, aircraft
types in Air Fcrce inventory. The abbreviations used to designae mission

phases are:

TO Take-off WD Weapon Delivery

CL Climb ED Emergency or Power D~scent

CR Cruise IA Instrument Approach

SS Supersonic Flight IL Instrument Landing

The instrument approach phase also includes other low altitude f ight phases. In
order to keep the tables uniform, these columrr headings have beei maintained for
all aircraft types. Where a giver phase is not applicable, lowe? case ]etters
are used (e. g., supersonic flight in case of helicopters).

% A
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%x TABLE 4 - 2 TYPICAL FLIGHT-CRITICAL EQUIPMENT FOR TRAINERS

Equipment Flight-Critica: for Mission Phase
TO CL CR SS WD ED IA IL

Yaw Damper x x x x x

Flight Control with Coupler x x

Thrust Management or Monitoring System x x

Air Data System x x x x x x x

The table addresses the needs for an advanced instrument trainer. Primary
trainers do not usually employ digital components for flight-critical functions.

,. .TABLE 4 - 3 TYPICAL FLIGHT-CRITICAL EQUIPMENT FOR TRANSPORTS

Equipment Flight-Critical for Mission Phase

TO CL CR SS WD ED IA IL

Yaw Damper x x

Flight Control with Coupler x x x x x

*.. Thrust Management or Monitoring System x x x x x

. Auto Reverse Thrust x

Inertial Navigation x x x

Air Data System x x x x
.- ".4

Flight Director x x x x x

Communication & IFFN x x x x x

The selection of flight critical functions for the Transport is based on
equipment provided on recently designed commercial transports and on the C-17.

-33-
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TA?'L. 4 - 4 TYP, (-I.L FL] i'-L.-ICA L ""' . . ., F
A I F , F

. CL WF W: El, IA IL

Yaw Damper I x x x

Flight Control with Coupler x x x x X ): x

Thrust Management or Monitoring System x x x x x }: x

Automatic Terrain Following/Avoidance x x x

Automatic Threat Avoidance x x x x

Inertial Navigation x x x x x

Air Data System x x x x x x x
er

- - Head-Up Display x x x x x x x

-o r-.u .:caticr. & 1FF?, x x x x x x x

The systems indicated for the Weapons DeKivery phase arc thcse essertial for the
surveillance mission. The crticality assignments for Reconnaisan:e aircraft are
identical to those listed above.
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TABLE - 5 TYPICAL FLICHT-CRITIZAL EQUIPMENT FAP F1, HTE
AIRCRAFT

Equ ipment F1 igr .- Crita. ,r . Phas-
T" CL CP S: Wb ED A IL

Yaw Damper x x x x x

Flight Control with Coupler x x x x x x x x

Thrust Management or Monitoring System x x x x x x x x

Auxiliary Surface Controls x x x x

Automatic Terrain Avoidance x x x

Automatic ,hreat Avcidan :e x x x x

Air Data System x x x x x x x

Head-Up Display x x x x x x x

cur.atn & TFFN x x x x x x x x

The auxiliary surface controls refer to leading edge or canard s, rfaces,

swinging tail, etc. The configuration selection and monitoring for these

functions is included in the control equipment.

4-,
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TABLE 4 - 6 TYPICAL FLIGHI-ChbliCAL FYXPMLN Fub bMU[LK.

Equipment Flij, 'I-C-tica" for ss cr, Phase
st-, TL, CL C '. S_ W L E IA IL

Yaw Damper x x x x x

Flight Control with Coupler x x x x x x x

Thrust Management or Monitoring System x x x x x x x x

Automatic Thrust Reverse x

Automatic Terrain Following/Avoidance x x x

Automatic Threat Avoidance x x x x

Inertial Navigation x x x x x

Air Data System x x x x x x x

Head-Up Display x x x x x x x

Communication & IFFN x x x x x x x x

TABLE 4 - 7 TYPICAL FLIGHT-CRITICAL EQUIPMENT FOR HELICOPTERS

Equipment Flight-Critical for Mission Phase
TO CL CR ss wd ed IA IL

Three-Axis Stability Augmentation x x x x

Flight Control with Coupler x x x x

Automatic Collective/Throttle x x x x

Automatic Terrain Avoidance x

Flight Director/Head-Up Display x x x ( x

' Communication & IFFN X x x K x

The coupler to be furnished with the flight control function typi_-ally includes
automatic hovering capability, either by means of navigation inpu.s or by a
physical connection to the ground ("rope trick"),. The latter, is Darticu arly
pertinent for re3cut helicopters.

Sk
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TABLE 4 - 8 TYPICAL FLIGHT-CR.1CAL E.P,,N FF LNMASNED A. FAFT

Equipment Flight-Critical for Mission Phase
% CL CR S- W ED IA IL

Flight Control with Coupler x x x x x x x X

Thrust Management x x x x x x x x

Automatic Terrain Following/Avoidance X x X

Automatic Threat Avoidance x x x x

The equipment indicated above is suitable for an advanced type of RPV in which
economic considerations dictate the designation of functions as flight critical.

Smaller RPVs may be considered expendable and thus have no flight-critical
functions.

4.3 CRITICALITY B1 AIRCFAFT SYSTEM

In the assessment of criticality for individual systems it is useful to
distinguish between classes of systems based on their effect on primary aircraft
controls (control surfaces and thrust level). The following classification will

-,- be used here:

- DIRECT ACCESS - Systems which exercise direct control, typically requiring
a frequency respos e above I Hz.

r. . - INDIRECT ACCESS - System which couple through Direct Access sytems,
typically requiring a frequency response below 1 Hz.

- HUMAN MEDIATED - Systems which provide a primary output to the pilot or
other personnel.

- NON-CONTROL FUNCTIONS - Systems which furnish an output that is not
explicitly related to a control function, e. g., communications.

Criticality aspects for each of these classifications are discussed below.

4.3.1 Direct Access Functions

-y their nature, functrcn3 which have Jlrect access to t ,e primary aircraft
-_ controls need the most careful reviw in all aspects of design and test.

'epresentative functiors in this c,.-5ssfication are stability augmentation
- (including yaw dampers), automatic pilot, and thrust control. Deliberate

attenuation of the high frequency response, which is useful in reducing the
7. effects of malfunctions in other c'assifications, is usually not possible

4%%
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inhtrent capabilities of the control. ioou. in order to pr(oide the tequired

performance of stability and attitude or speed cor.trol. Limiting tl~e control
authority of the stability augmentation system can be useful in reducing the

impact of hard-over malfunctions ir, the output circuits. Mechan.ca,

restrictions on actuator travel are a very desirable form of implen,ting

limited authority. This usually requires providing a separate actuator for

stability augmentation, and adjusting the midpoint of its operating range as a

function of flight conditions by a low response auxiliary actuator or by a
separate trim system. Other acceptable means of limiting authority are flow

restrictions in hydraulic actuators and limit switches in electric actuators.
Redundancy of actuators or of actuator controls (valves) can provid,- both fault

tolerance and limited authority for some failure modes.

The following aspects of direct access functions need to be considered:

- Enable/Disable - Where there are switches that enable or disable these

functions, great care must be take, to avoid unintentional ope-ation and

to protect against the consequences of mechanical or electrica' failure of

these components. Redundancy of the electronic and electromecianical

equipment can be defeated by a single failure in the enable/dl3able

portion.

- Permanent Active Failures - These are failures which, in the a'sence of
protective measures, drive the output components to a permanen" hard-over

position. Redundancy with output voting is a very effective mans for

coping with this type of malfunction. In some cases the occur-ence of

this malfunction can be detected electronically before the actlator

responds fully, and automatic disengagmement or output limiting can be

applied. Where this approach is selected, testing under a wid? range of

rates of approaching the hard-over condition must be undertake. Where

control system redundancy is implemented through split surfaces or dual

engines, effective means must be provided for disengaging the sailed part

of the control system and either centering the affected surfac s (or

engine actuators) or bringing them under control of the surviving part of
the control system. The crew should be alerted in case of any active

failure because the ability to tolerate further faults has beei impaired,
and in some cases there may be a reduction in maneuvering capa)ilities or

in the performance of the power plant.

- Intermittent Active Failures - Provisions for coping with perminent active

failures are usually also well suited for handling intermitten. failures.
However, the fault masking characteristics of a voting configu-ation might

suppress the evidence of this malfunction so that it may not b? repaired
until it recurs under conditions that defeat fa'ilt masking (e. g.,

associated witn a second failure) and that can also render the redundancy

ineffective. It is important that full circumstances of voting

disagreements be recorded in a non-volatile register that can )e accessed

by maintenance personnel, and that effective management controls be
instituted to prevent dispatch of aircraft with unresolved voting: ":' d isagr eemen ts.

. Passive Failures - Passive failures render the control system inable to

perform its intended task but do not place the output elements (aircraft
or engine controls) into an extreme position. The colloquial expression

,w' .r for a passive failure, "the system goes dead", sumarize3 the ,ffects

A. -.- 3
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cause complete loss of the functior, e. g., staoility auimer-tatlon, and
thereby places an excessive workload on the pilot. In some cases this
will lead to immediate loss of the aircraft and in others it will lead to
loss of the aircraft if there are other circumstances which place heavy
demands on the pilot. In all cases there is almost certain loss of
mission capability. Passive failures are well tolerated by systems that
employ split control systems, whereas active failures are usua:ly
tolerated by these only if they can be converted to passive failures by
disabling the failed channel or restricting its authority. On the other
hand, passive failures are more difficult to detect. Heartbeat monitors
and watchdog timers are commonly used for detection of passive failures in
digital systems but these do not provide coverage of the output circuits
of the computer or control equipment. Capturing of information on passive
failures for manual or automated maintenance logs is made difficult by the
detection problems, and this area needs attention in development and
evaluation.

Mode Change Failures - Most digital systems can operate in several modes
(e. g., target acquisition, lock-on, and break-off) and unintentional
transitions between these modes can cause flight critical failures.
Consider an aircraft on automatic instrument landing when the autopilot
switches inadvertently to a high speed cruise mode. The control
deflections commanded in the latter mode are completely inadequate to
maintain the aircraft on the desired flight path, and such a failure is
therefore likely to result in a disaster. Mode change failures may occur
due to an internal malfunction in the computer or controller, and in that
case they will probably be tolerated if they affect only one of a number
of redundant channels. However, mode changes are frequently externally
commanded, either by the pilot or by an interfacing system (weapons
control system, air data system), and a faulty command from these sources
is likely to affect all redundant channels. Repeated inadvertent mode and
gain changes were exp rien ed in a recent Air Force fight test prcgra-.
fortunately under flignt conditiorns which made ther- r.-crctcc-. .
were caused by an interfacing device, but the exact nature of the failure
(even whether hardware or software) has not been established. Specific
means of protecting against these failures is discussed in connection with
critical interfaces in the next section.

As indicated, redundancy with voting protects against most of the failure modes

for this group. The most frequently encountered form of this type of fault

tolerance is triple modular redundancy (TMR), although quadruple redundancy is
now being introduced in some critical aircraft systems. Detailed
characteristics of these configurations are discussed in the next Chapter.

. ~ 43.2 Indirect Access Functions

Functions which ccntrol tre arcraft or engine indirctly, typical:y througn
inpus to the autopilot and engine controller, are in this category. ExamIes
3re navigation systems, weapons cont~cl systems and ar Jdta systen inputs t:

the flight and engine controls. Air data system outputs that drive instrumern*s
are ccvered in the following sijtseltion. Several techniques are available
w thin the Direct Access ,igitad systems to limit the effect of failures in

rV . . . , , .. .
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cor~recteJ equ .pmert:

- input comparison or voting -- where several identical inputs ire provided;

- smoothing -- filtering of high frequtric y componerts, partlcu Irly those
* arising from a sudden active malfunction;

- limiting -- restricting the magnitude and rate of signals accepted for
further processing; and

- analytical redundancy -- computing the expected value of an iiput from a
related physical quantity, e. g., approximating radar altimeter input by a
barometric altitude input that has been adjusted for terrain 3ltitude.

The value of these protective measures depends on the response margin between

the input function and the airframe capability. This margin is typically large
for slowly varying inputs, such as navigation and instrument approach. Weapon
control systems, on the other hand, may need to utilize the full performance
envelope of the aircraft and hence do not permit much filtering and limiting.

* . Voting and analytical redundancy techniques also require some smocthing to

suppress normal differences in output from individual devices, but these

techniques do not require large response margins to be effective.

Tre principal advantage of applying fault containment in the Direct Access
components is that Indirect Access equipment does not have to be modified for
service of flight-critical functions. In addition, limiting and filtering
parameters may have to be changed as a function of the controls mcde, and this

change is much more easily handled in Direct Access components which are the
principal locale of the mode changes.

The criticality of various failure modes is discussed below:

1 Enable/Disable - The criticality of enable/disable provisiors depends on
the nature of the system and on the flight condition. The 'orst case is
represented by unintentional disablement of the automatic linding

function while the aircraft is close to the ground under in.,trument
conditions. At the other end of the spectrum, disengagement or
accidental accidental engagment of a navigation coupling moce will not

-" normally lead to an unsafe flight condition. As a minimum, the

engage/disengage status of all coupled functions must be cl(arly visible

to the pilot. For some functions additional analysis and protection will
be required, similar to those for Direct Access functions.

2. Active Failures - The significant means of protection again!.t active
malfunctions in coupled equipment have been mentioned in the, introductory
paragraph: comparison, smoothing, limiting and analytial recundancy.
Logging of malfunctions (or suspected malfunctions) for maii tenance
purposes should be insisted on. Disengagement of the couplld function
may be acceptable as a means of dealing with active failure:, except for
automatic landing and approach.

-"," 3. Passive Failures - The immediate effect of a passive failur', is
equivalent to an unintentional disengagement of the functioni. As
indicated above, this can be tolerated in many cases. The tiore difficult
aspect of this failure type is the lack of an explicit indifation to the

"% pilot that the fun,'tion is nc longer availatle or active. ieartbeat

r. .. . . . . . .
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cross pointer meter), and analytic redurdandy are suitable means of

failure detection.

4. Mode Change Failures - Mode change failures in coupled functions are less

likely to be flight critical than those in direct access functions. The

most difficult problem is again posed by autormatic landing wt-ere

redundancy at all levels of equipment is normally provided for

protection.

Most forms of redundancy offer good protection against failures in Indirect

Access functions. The redundancy management (selection of active functions,

setting of parameters, and reconfiguration when necessary) can be handled by the

Direct Access equipment. Clear indications of the status of coupled functions

must be furnished to the pilot to avoid committment of the aircraft to flight

_ conditions which are outside of the current capabilities of the equipment.

4.3 .3 Human Mediated Functions

in these functions digital equipment furnishes displays to the pilot who acts on

these by exercising the primary flight or engine controls or by changing the

s'-oting of the au~opilot or engine -ortro'Ier. A typical example :s a head-up

dispiay or helmet sight. There is implicit depenaence on the pilot's 3udgeer.t

for detection of invalid output from the function. Equipment redundancy may be

managed by the pilot (e. g., by selector switches). Individual failure modes
are discussed below:

1. Engagement/Disengagement - Accidental engagement is normally noticed by

the pilot and signals displayed will be disregarded. Accidental

disengagement will also be noticed if proper visual cues are present orly

when the function is engaged.

2. Active Failures - Failures of near full-scale magnitude will usually be

detected by the pilot and the signals will be disregarded. Failures of a

lesser magnitude may not be recognized unless there are failure

monitoring provisions in the equipment. This type of failure presents

the most difficult problems for Human Mediated functions.

3. Passive Failures - As in the case of Indirect Access functions, passive

failures p .e a threat of unsafe conditions only if they go unnoticed.

Heartbeat monitors, common mode output, and analytic redundancy can be

used for detection. A significant change in the display can be used to

call the pilot's attention to the failed condition.

4. Mode Change Failures - Where the mode is explicitly indicated in the

display, or where the mode change is otherwise discernible by the pilot,

* there is little likelihood of a catastrophi- event resultirg from an

unintended change. where tnt p !,t riy t ;r-3ware of the .

Sprot Ctive equip' :'rt is required similar to that identified for tne

r previous furctiorn.

Hum n edjated functions nrmrilly pf:rmlt an a.A-Iuate response rargin relative to

the airframe capatilitles. A -nn, tre >oi~9m*nt o: trie piout can fn2.,, gut tre
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is not usually required. Where there are several figrt crew mermers,,
independent computation and display equipment is de-irable. Statis indications
and monitoring for passive failures are important for avoiding fl:ght-critical
situations.

4.3.4 Non-Control Functions

Digital equipment is increasingly being utilized for functions wn ch have no
direct relationship to aircraft controls, the most prominent ones being digital
communications, identification of friend/f /neutral (IFFN), and .arget
designations. The failure mode most likely to cause a flight-cri.ical situation
is a permanent outage of one or more of these functions. The pro'.ection against
this is found in physical or analytical redundancy, usually selected under pilot
control, e. g., communications equipment for several frequency bands, dual IFFN,
and depending on communications when the target designator link f,iils.

4 4 CRIT CA, !TY OF SYSTEM INTERFACES

Functions wich are themselves non-critical car, cause failures in critical

digital systems through four distinct interfaces: utilities, dedicated links,
buses and software. Problems specific to each of these are described below. An
obvious precaution, common to all of these interfaces, is to rest-ict the number
of equipments that are directly connected to flight-critical systems.
Unfortunately, the pressure for "integration" forces a higher deg-ee of
functional and physical connectivity which poses serious problems of interface
control. Issues arising froc, the integration of functions that a-e riot flig.t
critical with flight critical systems are discussed in the final section of this
chapter.

14.4. Utilit.y Interfaces

Utilities required for digital equipment always include electric Dower, and
sometimes thermal control (coolant) or timing signals from a cent-al source.
Failures in the utilities can propagate to flight critical system3 due to:

- Failure of the prime equipment for each utility (electric generator,
refrigerator, or clock);

- Failures in the distribution system (wiring, tubing, connect.)rs); and

- Failures in other use" equipment (short. circuits, excessive neat
- :generation).

%.%.
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ideolly, utility lnputs to flight cr1' ca syz'.,n5 5r' i te urIir'te-ru tiblP, t.

e., they should maintaln their specified characterlstlcs as long as the aircraft

is not totally disabled. In the electric power area tho ideal condition is only
remote ly approdr ned In 2. ;arn'brd in 'Aa' I aI or.r , and witt re&'jrd to the other

u'.ilities there are no guideiines at alt. Figures 4-1 and 4-2 show ac ari dc
voltage limits, respectively, for "abrormal operation" from MIL-STD-?7DD. The

term in quotes includes conditions in which one primary power supply has failed

and an automatic transfer to another supply is being accomplished. During the

possible outage period of 7 seconds it is required that connected equipment;

shall not produce a damaging or unsafe condition and shall

automatically recover full specified performance when the electric

power characteristics are restored to the normal operation limits

herein.

Since any cessation of the operation of flight critical equipment can cause an

unsafe condition, there is an implicit requirement that an alternative power
supply be provided for the digital components to sustain operation for at least

7 seconds. Alternatively, redundant units of flight critical equipment may be

connected to different buses. However, during periods of power transfer more

than one bus may be in an abnormal state, and thus reliance on -nis approach
needs careful analysis of the specific installation. Also, there is frequently

only one bus that is kept free of switched high-power users and which therefore
ha-- a r-'atively low exposure to EMI.Fepreser.tative implementations of electric
power distribution in contemporary aircraft are descrited in Appendix E.

The power conversion unit in each flight critical digital component must be
capable of tolerating one of the voltage envelopes shown in the figures
(depending on whether the primary power input is ac or dc), and it must furnish
a much more stable low voltage dc supply for the digital circuits. It must also
s ippress all high frequency components of the input voltage and present a very
*-) 3o.--e i-' .ance to pre.ent propagation of internally generated hin
:rtquency components (due to the pulsating nature of the internal voltage drop

The high frequency components, if propagated, can be interpreted as digital
signals by the circuits fed from the power conversion unit. The design of

adequate power converters is difficult, and this aspect of computer engineering

frequently does not receive the proper attention.

-tability augmentation, flight control, and engine control are particularly

• needed when the pilot or flight crew are attending to an emergency condition in

another aircraft system. Such emergencies are likely to be correlated with

abnormal operation of the electric power and cooling systems. The interfaces
between flight-critical components and the utilities must be designed to ensure
continued operation of critical systems even under abnormal states of the
utilities.

The hydraulic and pneurratic utilities usually do not interface directly with the
,Jigital components but are importart for the input and output devices utl ized

v -'a I -: a f nt ns. The primary safety consideratin is tnat . g I :il
ts most te frmd of the s!. e oC- the hyrau. ic on r, uma'.
9t-'... ' - -' e - ed t ' input i ou tpUt .1ev ices SO tY it . " e"
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these utilities.
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4.4.2 Irterfaces on Dedicated Links

Dedi'l'ated links permit close control of tie interface between devices but are
expensive to implement and cannot be u, .v.rsally employed in today's highly
instrumented and crowded aircraft. A dedicated link may be justified by high
bandwidth communication requirements, by the need for extreme timeliness of the

information (bus access usually involves some delay), or by security reasons.

Factors to consider in dedicated links are:

- overvoltage protection -- It is undesirable to have supply voltages and
digital data on the same connector;

- EMI protection -- typically provided by shielding;

- Definition of wave form and timing;

- Acknowledge/not acknowledge protocols -- this implies bidirec'ional

transmission; and

* - Word format, sequence, and error control (detection or correc.ion' .

For application to flight critical systems, the consequences of fa lures at the
transmitting end and in the link itself most be considered. The ptssibi> y of

damage to either end due to high voltages or induced spikes is bei g minimized
by the first two items in the above listing. Functional failures in the
originator or link are being made detectable by the latter three items. The
handling of a transient failure, once it has been detected, is application
dependent. It may involve sending a NAK (negative or non-acknowleJge) which

- .*prompts the originator to retransmit, or it may just cause the traismission to
be ignored and previous values to be used until a valid update is -eceived.
Permanent failures can be tolerated or,ly if thcru are redundant tr3nsmitting
elements and redundant links. However, temporary failures at digital interfaces
are much more common than permanent ores, and a significant effort for
tolerating temporary failures is therefore warranted.

4. 4.3 Bus interfaces

J %,

Digital buses provide two significant advantages over dedicated links in

airborne applications:

- considerable savings in aircraft wiring and connectors (both on equipmer't

and installed wiring); and

- flexibility with regard to adding, dl-;#,ting or modifying connected
equi pment.

Two distinct types of bunes are in common usage: unidirectional nd
bidirectional. As the name implies, unidirectional buses permit transmission in
only one direction, and they are primarily used for transmitting cata from a
single source to multiple users. A prominent exampie is the Mark J3 Digital

-Vol
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used to feed information from one instrunt. control panel, or other data
source to a number of equipments which use this information.

Un'directional bu-ies may be used within the flight control system, e. g., for
transmission of dgital outputs to actuators. Bidirectonal bjses may also be
involved in the transmission of information restricted to the flignt control

system although this option is not frequently encountered.

The most pertinent bidirectional data bus is that defined in MIL-STD-1553B which
is extensively used in Air Force aircraft. It permits interchange of
information from multiple sources to multiple users. A significant advantage
of the bidirectional bus is that it permits acknowledgement of transmissions and
this in turn facilitates keeping back-up information available until the receipt

of updates is confirmed. In principle, facilities for acknowledgement can be
provided in unidirectional applications by means of multiple buses, an awkward

arrangement. ARINC Specification 429 states "No applications for this system
capability (acknowledgement) have yet been identified, and thus no ... standards
have been established". The primary disadvantage of the bidirectional bus is
the considerably greater cost that is associated with its implementation. In

some Air Force applications, particularly in transport aircraft, both
unidirectional and bidirectional buses are used. A suggested method for
interfacing these is discussed in Appendix 2 of ARINC Specification 429.

-i precautions f)r interfacing flight-critical systens by means of dedicated

", Ilinks that were mentioned in the previous subsection also apply to buses. in
addition, these are subject to the following failure modes:

- address errors,

- internal inconsistencies,

- iL la' of access, arc

- "babbling".

Each of these failure modes is briefly described below, and suitable protective

or fault tolerance measures are discussed.

Address Errors

The Mark 33 DITS uses a source address which in effect identifies the nature of
the information being transmitted. Any errors introduced in transmitting or
receiving this address can cause misinterpretation of the data. This is not a
very common failure mcde but it can have potentially very serious consequences.
.A limited amcunt of pro'ection can be achieved by grouping the input connections
to the receiving equipm.nL uy "ports", and to allow each port to receive only

'- :ts specific authorized addresses. Any failures which result in an unauthorized

address are thus mrade >,- tect. ae.

2Pdirectional bu:e.?s require source and destination addresses, and they areKtherefore subject to errors in both of these. O the other hand, they permit

.I'°o
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the use of acNncwledgemtr.t pro:edures w ":c, rake detecior of this fai u'e ,nc:t
relatively easy.

Data reasonableness tests incorporated in the using routines provide further
protection against errors for both uni- and bidirectional transmissions.
Alternate data sources must be available to permit operation of flight critical
functions after a permanent failure involving addresses has occurred. Temporary
and intermittent failures can be tolerated by use of default data or
retransmission. It is highly desirable to log the incidence of adcress failures
to permit corrective maintenance to be accomplished at the earliest possible
time.

Internal Inconsistencies
-is

Information transmitted over a bus is constrained to a fixed forma'-, and
adherence to that format is frequently checked by Lhe receiver. Internal
inconsistencies that are detected in this procedure will result in rejection of
the message. Where such checking is not implemented, invalid info-mation might
be accepted. A typical MIL-STD-1553B transmission consists of a c)mmand word, a
status word, several data words, and possibly a final status word. It is seen
that interpretation of a status word as containing data, or vice v-rsa, can lead
to serious system difficulties. Further, within each word type ce-tain format
conventions apply, and violation of these can also cause rejection or
misinterpretation of a message.

Most transmission formats include provisions for parity checks on each word or
block. Failure of the parity check is a relatively frequent cause of message
rejection. Possible responses to a parity error are to request retransmission,
to use a default data value, or to use an alternate data sourze.

Denial of Access

Most of the unidirectional buses used in cu-rent aircraft transmit data from a
single source to multiple destinations in a broadcast mode. Since only the
source is equipped for transmission and has continuous access to the medium
there is little likelihood that a denial of access failure will occur. In some
modifications of the Mark 33 protocol alternate sources can transmit on the bus
under control of the primary source. In that case failure of the primary device
to authorize a desirable or required transmission by the alternate can be
construed as access denial.

Denial of access is a more serious failure mode in bidirectional tuses. Three
fundamental techniques are used for granting access: control by a master, token
passing, and contention. MIL-STD-1553B is based on the first of these. The
other techniques are currently in use in local area networks and ray in the
future be applied to aircraft systems. Many malfunctions in the ,aster can
cause the bus control sequence to be interrupted and altered, thu- denying
access to some, and possibly all, users. An alternate master can be activated,

- --), " " . 'm -" -w '% % "" " . . .. . . . . W . . m j . ' -. . . . .- . .- . - . . - -. -- , .Z , . .Z , ,?, ,,,.,,.,_.,& ' .. _ ,C,.' , ., . .j% , 3. % ' ., -. , . . , . -. - .- - ,. .- • . . -4-E. . . -,
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a longer time int-trval tran can be tolerated in some fllgtt-critical

applications. The preferred means of protecting against access denial is to

make the entire bus redundant, and to employ more than one master. This

involves considerable expense but is an effective means for dealing with a broad

spectrum of bus and interface malfunctions.

The token passing and contention methods do not require a dedicated master for

bus access control. In token passing, a user who has temporary control of the

bus passes this control (by means of an abstract "token") to another user who

can be predefined or who is identified on the basis of computed conditions. The

protocol can provide means of circumventing a user who has sustained a failure

or who is temporarily ineligible to have access to the bus (e. g., because of

low priority). In the contention method a user who needs access to the bus must

first listen to determine a quiet period. The user then transmits its identity

in a series of ones and zeros. If another user attempts transmission at the

same time (this is the contention case), the unit with the greater number of

leading ones gains control of the bus. Both token passing and contention are

intended to provide continued bus access in the presence of failures in

individual umits. However, because of failure modes other than access denial,

redundancy of the buses may still be desirable in critical applications. The

contention method does provide an upper limit on the waiting period before

access is achieved. This presents a problem in flight critical systems that
require a high frequency response.

Babbling nodes

A bus access point which trarsmits signals that do not conform to the

established protocol is zailed a "babt" :r node". The mzst bothers me as-ect of

tn4s type of failure is tnat it denies bus access to legitimate users, with a

potential of complete disruption of system communications. Failures of this
type have been observed due to intermittent connections, electromagnetic

interference, and software problems. Diagnostic routines that remove power from

selected units are helpful in pointing to the source of the failure. However,

only redundant buses can provide assurance that such failures can be tolerated

without affecting flight-critical functions.

4.4. Software Interfaces

Any kind of software failure can affect data that are being passed across

interfaces to flight critical functions. However, under this heading we are
particularly concerned about failure mechanisms at the interface proper. Data

-an be passed from one function to another in three forms: as a message, as a

param ter, or tnrough a ,m-m zr dat* UJOC. The possiu,.' ity of an 'r ee

.orruption of the data generally increises in the ordet listed.

". When data are passed as messages the data value is usually protected by a parity
Z. -)e (mandatory in MIL-LTD-1L /5). Frequently a time tag Is associated with the

,.l-a, and the status of the originating unit or function is identifiel (e. g.,

'.."
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information is established in the message protbccI

When data are passed as parameters (i. e., in the call of one software function
to another one), ths_- same information can be provided but this is at the
discretion of the software designer and not governed by a protocol. However, in
the case of both messages and parameters the originating function is aware of
the identity of the recipient and of the use to which the information will be
put. This permits tailoring of data and transmission formats.

When information is put into a common data base each data value car usually be
accessed by itself. Thus, even if the originator associates a timE tag and
equipment status with the data proper, there is no assurance that a user will
obtain the additional information. During an initial design cross reference
lists are frequently generated which permit determination of which functions
utilize a given data item. But as modifications are being made, tt:is
documentation is not always kept updated, and in a fielded system it is rarely
possible to know where and how each item in a common data base is used. The
passing of information through a common data base should therefore be used in
flight-critical systems only for extremely well-defined data items, and the
association of the basic information with fields that indicate its validity
should be enforced.

Some examples of how problems can arise are sketched below. A comr,on factor in
these examples is that the information processed by the digital equipment is
within the range of normal values and is not likely to be rejected by
reasonableness tests and similar techniques of broad coverage erroi detection.
This emphasizes the value of formal protocols for passing informat:on between
functions.

Rate Derivation from a Default Value

A module computing true airspeed has not received input data at th,' time it
started processing. According to the specification, it puts out the previously
computed value with a flag that identifies it as a default. Anothir module
computes longitudinal acceleration by differencing true airspeed dta. It
utilizes the default value and of necessity computes zero accelera.ion for the
latest interval, regardless of the true value of that quantity. Tie default
flag should have been utilized to suppress or alter the computatioi of
longitudinal acceleration.

p .. -

-Rate Derivation from a Substituted Value

-_ As above, but the module computing true airspeed accesses an alteriate air data
source which has a small offset from the primary source. The erro- in the true
airspeed value is tolerable. However, the acceleration computed by differencing

". the prior value (derived from the primary source) with the current one (derived
from the alternate source) is grossly in error. A flag should have been set to

;. ' .-
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Change in Filter Algorithm not Propagated

Height above terrain is computed from radar information using a Kalman filter

algorithm which requires considerable computer time but provides an accurate and

smooth output. When computer idle time falls below some threshold, indicating a

possible saturation of the processor, the filter algorithm is modified so that

it requires only one-half of the normal processing time. The resulting output

is tolerable over most types of terrain, but over some regularly spaced hills it

causes the autopilot to command hard-over up to hard-over down elevator (at the

natural frequency of the system), endangering the aircraft and crew. The change

in spectral composition of the height signal should be communicated to using

modules, enabling these to change gain, time constants, or limits.

It will be recognized that in all of these cases the problems arose from an

exceptional condition in the mainline data processing, and from failure to

communicate to user processes that the exceptional state exists. This is a very

common failure mechanism in both ground based and vehicular control systems.

- ~ 4.5 CRITICALITY OF SENSOR AND ACTUATOR INTERFACES

*The communications and data aspects of sensor and actuator interfaces do not

differ significantly from those described for general interfaces in the

precedIng section. However, in other areas sensors and actuators .cse specific
a.'problems because they are an integral part of the flight or engine zontrol

systems. Two specific topics of interest with respect to criticality are the

detection of failures in sensors and actuators by means of the digital

processing, and possible responses to sensor and actuator failures.

4.5. 1 Detection of Sensor and Actuator Failures

The speed with which computation and comparison can be carried out in digital

.- equipment provides an efficient and usually effective means of diagnosing
incipient failures in associated electromechanical devices. The resulting

information can be used by maintenance personnel to replace or repair the

affected component, hopefully before a system level malfunction has occurred.

* Se~'or signals to a digital system are frequently 'conditioned' as a first step

in processing. This conditioning may involve static and dynamic - oibration,

n..othing, and range checking. Where several sensors of a given type are input

tD tr e same procefsor, d.eragng or midvalue selection ire also carried out

prior to processing. Many incipient failure modes have specific signatures that

c an t e detected as part of the signal conditioning. Sensor bearing failures or

otter causes of high fricticn usually result in a noisy sensor output, and that

iU



is detectej in terms of a large val u, cf t.- su- )f squzir e d -ta tht is
computed by most smoothing algorithms. N3ise due to an incipient s.-nsor failure
can be distinguished from that due to a noisy data condition because the latter
usually lasts only a short period of time. Some failures that result in a low
sensor gain (e. g., leaking bellows in an air data sensor) wi]] cause the sum of
sqjares to be consistently low, and this fact is also a useful diagnostic.

Transducer failures usually occur without advance warning. However, in
practically all cases they produce either zero or hard-over output. The latter
is easily diagnosed by a range check (and transducer failures are tie most
common cause of exceeding the specified range), while zero output failures

.'"."produce a persistent zero value for the sum of squares, again a very unique
signature. Transducer type failure mechanisms are also found in many types of

-. .. "tachometers.

Comparison, particularly where three or more instruments of a given type are
present, is a broadly applicable technique for detecting incipient and well as
actual sensor failures. Techniques for identification of the malfunctioning
unit include:

- deviation from average or mid-value, either in absolute terms or as a
fraction of the normative reading;

- de,.'iation from average sum of squares (or otner reasure of sensor noise);
ald

- deviatior from average reading-to-reading differeces (indicative of
calibration problems).

Where fewer than three identical sensors are installed, comparison can be

carried out with computed values of the sensor data, e. g., attitude rate
derived from an inertial platform.

A broadly applicable technique for detecting incipient actuator failures is to
monitor the residual error signal of the actuator fepdback loop as shown in
Figure 4 - 3. The position error signal (E in the figure) should tave a large
value only when high rates of actuator travel are commanded. FailL.'es of the
actuator, transducer can be diagnosed in a manner similar to -al!UrES in sensor
transducer-. Failure of the correct feedback sipnal from an actuator transducer
wil typically result in a hard-over output, and detection of that -ondition is
therefore desirable to permit protective measures to be initiated.

4.5.2 Response to Actuator and Sensor Failures

The response to an acute actuator failure (i. e., one that is not ,asked by
redundancy provided as part of the immediate function) must be takEn at a higher
system level. Aircraft with split flignt control surfaces represert a
comparatively simple case. An actuator failure involving one portion of the
surfaces can be responded to by recentering the affected surface wtere possible
(by bypassing the actuator or shutting off the hydraulic supply), znd by
increasing the system gain (deflection/attitude error) of the remaining
channels.

C -. -. . .
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Trhere is rtan; intere-t in utiiizir.g auxi -ary 5faf-( ca7a- , leading

edge slats, etc.) for emergency control in case of corm..pete loss of a primary

control function or surface. These techniques are partlcularly applicable to
dealing with battle damage. Because the aircraft are at best only marginally
stafle unrver the.-e conditionn, and becijunv the control atIon differs from that
wahch pilcts are u.id to, it is importint that dlgital 5yit~rs are designed or

multiple control modes and can manage both the mode transition and the control
of the aircraft in the resulting mode. Details of these techniques are beyond
the scope of this Handbook.

Where multiple sensors of a given type are provided, the response to an acute
sensor failure is the deletion of the affected sensor from the input data set.
This is desirable even where the data from the failed sensor are masked, because
any temporary disturbance in the output of the remaining operational sensors
might cause the voting or comparison algorithm to produce an unexpected value
due to the presence of the data from the faulty sensor. Where direct
alternative data sources are not available, suitable emergency input data can
frequently be computed from functionally equivalent sensors (e. g., attitude
rate deri:ed from an inertial platform, temperature at the engine inlet computed
from sensors in adjacent areas).

The transition to and the use of alternate data must be made known to using
.- functions. Note the examples cited in 4.3.4 for problems arising at software

interfaes due to lack of knowledge about state changes in associated functions.

* 4.6 Problems in System Integration

T,here is an increasing trend toward tne integration of several digital control
"f~':ti~3 -n Air For,-z 3rcraft, par'z: arly tattica [ fighters. Sustsntia
performare advantages are frequently achieved by the integration of several
functions such as weapon sighting, flight control, and engine control. There
may also be weight and power savings due to the consolidation of equipment.
However, where one of the functions is flight critical and one or more others
involved in the integration are not, there is a potential that the entire
integrated function will be flight critical. This will necessitate an expansion
of reliability activities such as failure modes and effects analysis and system
safety analysis, increase in the test effort, and corresponding additions to the
operation and maintenance cost for inspection, record keeping, and parts
control. Even where all of the functions to be integrated are flight critical
by themselves, the increase in interactions resulting from the integration may
cause a substantial increase in the safety and control efforts.

A key to the impact of integration on safety aspects resides in the steps taken
to prevent the propagation of failures from one segment of the integrated system
to another. Functional integration, such as the utilization of weapon system
sight e-rors in tte flight control system or utilization of vertical flight path
errors tne engine control system, ,'an usually be ,anJ1ed witncut undue rIsKs.
.-he e×;%rt of infcrmation from a flight critical system to other functions
usua'ly ;resents ro prob'ems at 311. ..e import of i'frrnation .o a cr r,:a.

system requires safeguards at the interfaces (see Section 4 of this chapter).
The g-est exposure to s3fety prob!,z occurs in the physical integration,
particularly -- ere:
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- all functions are proct-ssed in the sjrn,. computer,

- functions share a common data base, and

- there is integration of sensors and JisI3ys.

The concern with processing in a common computer arises from the capatility of
any program that is execited to interfere with the execution of other programs

due to:

- failure to terminate (endless loops or waiting for message

acknowledgement),

- writing into the memory area of a critical program due to a hardware or
software failure, and

- competition with critical programs for access to required resources.

While techniques are available for reducing the likelihood of all of these
events in normal operation, there remains a possibility of problems under

exception conditions, just as the need for continued operation of critical

functions is greatest.

Problest..t can arise from passing information by means of a common data tase
have been addressed in Section 4.4.4. The potential for data base errors
increases with the size of the data base, and favorable experience on a small

data base should not be translated into the expectation that the same
circumstances will prevail as the data volume is expanded. There is particular

concern about the utilization of large state matrices for flight critical
functions. From the control theory point of view the estimation of system
states can be improved by increasing the number of observable quantities, which

* - corresp:ns to increasing the size of the state matrix. T.e c3-piter wcrk-zaj
tends tc increase even more than the squared size of the matrix, and the

• -probability of failure increases exponentially with workload (the relation shown
in Figure 3-6 for the effect of input/output operations on failure probability
also holds for other indices of computer workload). A compromise can frequently
be reached by partitioning of the state matrix which may involve a small penalty
in the accuracy of the estimation but greatly reduces the demands placed on the
computer.

The danger in use of common sensors and displays arises from a reduction in the
independent data sources utilized by the digital equipment and the pilot,
respectively. Comparison of data sources may be used for detecting actual or
incipient failures. The safety value of physical or functional redundancies may
not have been fully realized during the analysis the led to the
integration.

The greatest need for integration arises from the increase in functional

*: ;jt it'ies, such as reduiced sigh' errors in we3pon systems, increased
pir forzarce or reduced !el consumption lr the eng1rte, _- -c.t,

can t -i:mplished without extensive phy:sial integration by using conventional
meh'.w% of -nformdtion qt-er.Aange, pr,: nr byf -ann c: s seeQt.

14..4). The equipment savings that are made possibie Dy physical integration
w:'I freq.uently be negited by inr a ,' xpo:nJitures for safety and by the lack
of fl- :biiity that Is incurrol i.," r r, .,r,d -ore Fun- l ns are being ilteg, ted

U.j
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-TECHN:9L:EZ FOn RELIAB:LITY, FAJLT C6N-AINC2N-, AND FAULT TOLEFANCE

Tris chapter introduces the reader to tecnniques and tools that can be used to
deal with the hazards to flight critical functions that were described in the
preceding chapter. The objectives of the various procedures are presented, and
benefits and costs associated with their application to flight critical systems
are discussed. Where they are available, military or other Government guidance
documents are referenced. The chapter starts with a review of conventional
reliability improv ment procedures and through the first seven sections deals
with increasingly powerful and costly fault tolerance techniqtes. The final
tnree sections deal with appli:ation inform3tion comm-n to most of the
techniques and with criteria for trade-offs and selection.

Pra2ticaily all current military aircraft system procurements invoke MIL-STD-785
"Peliability Program for Systems and Equipment -- Development and Production"
an .ViL---.-- " iX y Pro.:r 'R, " rci-.s". r~e f.',r.er is cc-:erned wist,

systim, wr.Lie tr eittar emn sizcs issues relat:. ca r:,:9ss c~:1~ a-nd

inspection. Microelectronic devices are subject to MIL-STD-883 "Test methods
for Microelectronics". These documents (or more specific requirements derived
from them) constitute the baseline of fault avoidance techniques for flight
critical systems. The present section emphasizes procedures applicable at the
part and asSemtly level, while system level activities are addressed in Section
2 of this crapter.

Examples of reliability program techniques are derating of parts (e. g., using a

capacitor rated for a working voltage of 600 VDC when the actual working voltage
will never exceed 300 VDC), and part or assembly screening (e. g., subjecting
the articles to a vibration or temperature cycling environment that accelerates

the failure mechanism, and removing all that fail or show a significant
parameter change). Examples of parts program techniques are calibration of all
measuring instruments used in manufacture and test, control over incoming

*materials, and use of statistical quality control techniques (these may cause
1,, j- 3 o b- " '"tej wien the percentile cf erectives exceeds a

"[][, ~~- iw" T n[ : t , I n ')v" 1r,[] n; or, ]i J 'J 1<- '' '  f _;t" 3 ti' 2h e5 vC J 'r

,,r, is, nrl r.ermeti-ity of pa:tig'es. In -iddtticn, tir f _,naL
rw,,,r t w r, v-iry w r) t.ne t y,- of" I, ce t,?.,n, testOd .
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7. Carl reli Ft llty quality contrcK , ardJ test rthsc~ ,E- re. axed w!.,:u

Can ti~ I ~ w :r, I ~ ~ : I ~ q y ~ c--, _ ' ' I ..
need for fault ',(leranc-e?

In most cases the answer to botn of these qut.stiuris is in the nega' ive.
Military specifications provide an environment for reliability pra tices within
the supplier community which is near the economic optimum at any g yen time for!
typical aircraft applications. As indicated in Figure 5-1, the pr. ncipal
variable components of the total cost to be considered in this coriiectlon are
the cost of failure and the cost of reliability improvement. The lhasic
manufacturing cost does not vary significantly with the failure ritte arnd do E
not enter into this trade-off. The optimum region is shallow, and total cost is
no*- materially affected by deviations from the exact optimum failu!re rate.

Relaxing the specifications from a level to which industry has alre-ady become
accustomed will not result in great savings. On the other hand, t 'ying to

% I achieve a significantly lower failure rate than the baseline methodology will
incur sharply increasing costs.

r. 1rteiiab.>:tv and parts 23nr.: --b: a!-- -onstar n - tel~nw msce, an-, the
cost ct re I ili 1tvcuv tenis to flatten out, r nus moving the optimum" point

L lre r: hoi-wever, a' an~y giv-nr tire the reliatitY-
iprcv'"' :. ar e po ss i b b y s'tr ict*1e r f a ult a vcid an ce t e chni, q e s a re qu It e
ilmitec. Wh'_e ar. immediate reduction of the system failure rate by a factoDr
of two or ore is required, one of the fault tolerance techniques Jiscussed in
later s-otionc3 of this :,hapter is more likely to produce the desir~cd result at a
given resoirce expenditure.

1'-l avr.idJa,.; tezr1ri ~EO do not uf 1lv have a siwnifica nt Impac or; th e size,
g; andJ p.jw er requ i r emeu;ts of he equ ip me nt. This is their gr atest,

advantagc: over faul t tolerance whic h usually requiires tne addition of some -
components. Conventional reiability techniques have no effect on single point

failre m".e but the'; ca% affect the prot,1atiiiy of failures die r to- these-
modes, and cney are n:o-t us uall eap loyed foDr com;:±iance w ith MIL-F -9 ul or

eJialn s:,&cificat ions.

Where fault tolerancei tecrnniques ar, employed, a very significant nenefit of
fault avoidar-~e is the reduction of maintenance requirements. Paris which do
not fail do not need, to be replaced. Fault, tclerant equipment als-1 interfa~es
with non-fault tolerant equipment, and these interfaces are quite sensitive to
the level of reliatility that is being practiced in the non-fault 'tolerant area.
An often overlooked interface of this type exists between the fault, tolerant
3ystem ano its test rq(I ipmrrt (which! prnctically never incorP-rate:, fault,

*.tolerance). Frequent. failures in test equipm nt may leave the_ fault tolerant,

ote.unservice-able, or impe~de its inte~'rity . Cjrsuie-nti a)us -ind c~ t-r
* ~applicoation of good convenitional reliahi]lt and! parts control pra tc9t

supoot eu sien r.fo fa .1 led.so', gh I y d e ra, le

. . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . .
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This section examines a number of system level techniques for increasing
reliability and for reducing the impact of failures on system capacilities.
This is a representative rather than exhaustive description of available
methods. All of the procedures employ analysis to identify weak spots in tr~e
system reliability chain. The corrective action can involve redesign,
employment of local redundancy (e. g., using relay contacts in parallel to
ensure closure of a critical circuit), or fault tolerance of a wider scope.
Because the latter is discussed in later sections of this chapter the other
techniques will be emphasized here.

' ,/ Three analytical procedures of broad applicability and a fourth one specifically
.' ~ aimed at software are described in the following:

1. Failure mode, effects and criticality analysis;

.. Snea: circuit analysis;

'£ ' ], aulit treE analvy I; and

4. Dynamic analysis of software.

For optimum coverage several of these teconniques can be combined, and there are
some proprietary methodologies which apply such combinations to a specific

. <. ecuipment area.

.. ;'. Fai rt- Mole, Effects, and Criti, c- ity Ana-¢si (FMESA)

For- S 2. Air Force applications, the concr:t of a FM.CA is goverred by
MIL-STD-1629. The standard permits the analysis to be conducted a. several
equipment levels (referred to as "indenture levels" in the document). For the

". purpose of this Handbook the lowest level will be that at which the criticality
of failure can be assessed. This is generally the Line Replaceable Unit (LRU)

but in the case of control panels and wiring a breakdown to individual switches,
c-nnectors, etc. can be desirable. Where the LRU is a digital component,

0 hardware and software effects can and shoijld be considered together in the
FMECA. It is sometimes believed that software failures are implicitly covered
by th, analysic of' hardware effects because euippment failures are manifest only
at the hardware level (a. g., an improper signal transmitted). Ttis reasoning

* does not account for correlation of hardware fallures du, to faulty software (e.
g., multiple gates being improperly turned on) or for, periodicity of failures
that cannot be predicted at the hardwart- level (e. p., a failurc Lsor'iatEJ wlt.
a software counter overflow which occur.s; at tbe period of an aircraft flexure
moJr anJ ca. tb, rehy prolu.e c-at astro .' f.ff,.

- %
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S - Fallure Modes and Effects Analyoi (iMAi

- Criticality Analysis (CA'

T.T- scope of the analysis to be conducted in eah steV :5 shown r, the
MIL-STD-1629 worksheet formats which are reproduced in Figare 5-2. The overall
purpose of the procedure is to identify those failures wr.ich produce severe
effects and which have a high probability of occurrence. A graphical
representation of this method is shown in Figure 5-3 whicn is taken from Figure
102.2 of the standard.

MIL-STD-1629 permits the CA to be conducted in either a qualitative or a
quantitative manner. In the former, the probability of failure in a specific
mode is determined subjectively. Five probability levels are used in this
approach, ranging from "frequent" (greater than 0.2 over the item operating
interval) to "extremely unlikely" (less than 0.001 over the item operating
interval). The value of the data obtained is obviously dependent on the
objectivity and knowledge of the person who makes this assessment. In the
quantitative CA methodology the probability of failure is determined with the
aid of MIL-HDBK-217. The difficulty with this approach is that MIL-HDBK-217
lists failure rate data are at the part level. While the overall failure rate
of an LRU can be computed fairly readily from the part failure rate infcrmation,
the failure probability in a specific mode pertinent t: .he aircraft leve:
depends almost entirely on judgment. Tnus, a ccnsidera:le subjective coz:onent
enters into this approach as well.

A further problem that sometimes affects the usefulness of FMECA in connection
with flight critical functions is that personnel who perform the FMECA tend to
be equipment specialists who may not be able to assess effects at the aircraft
level. Thus, a transient deviation in an altimeter output may be regarded as
being a low severity failure whereas the propagation of this anomaly through the
flight control system may result in a much more severe effect.

Benefits of a well conducted FMECA include:

- cataloginv of all failure modes of equipment that constitutes the flight
critical system or furnishes direct access data tc. that system;

- a preliminary listing of failure effects at the aircraft level (to be
refined by use of other analyses); and

- a preliminary identification of failure modes that produce severe effects
and also have a high probability of occurrence.

Because the FMECA is a bottoms-up procedure (equipment level failures are
propagated to the system level) it identifies problems in a manner that
frequently permit resolving them through redesign or otner measures short of
major redundancy or fault tolerance. Examples of actions that mignt result frr.
an FMECA are:

- invertinw the voltage level cf an alarm output suct that there is anexplicit alarm condition on failure in the equipment power supply;
- initiating an immediate reset of the affected function in case of a
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tD cover this event;;

- separation of power and signal conductors to reduce the sever:ty of short

cirzuits; and

- reqjiring periodic test of a fn~tion wnicrh is sccom extrcisv- durlng
routi:ne operation.

All of these measures can be accomplished at a low cost if the neel for them is
defined early in the program life cycle. MIL-STD-1629 states "The FMECA shall

be initiated early in the design phase to aid in the evaluation of the design

and to provide a basis for establishing corrective action priorities." However,
an update of the FMECA prior to placing an aircraft type into oper:,tion or after
an extensive modification program may also be desirable to identify failure

modes and effects due to changes (or those that were not recognized during the

initial analysis, possibly because there was not sufficient knowledge about LRU

characteristics). The F.ECA can be extended to include damage effe!cts but
treatment of that sub-ect is outside the scope of the present Handl;zok.

5.2.2 r.eaK Circuit Analysis

A e,: 2:rc is a ;atn triat car. - nrei a:.ti1n of aev:r
conversely, cause unintended deactivatien or interference with activation.

Sneak circuits typically arise in the logical control and interloc< areas. A
simple example of a hardware sneak circuit is shown in Figure 5-4A. It is

intended to prevent routine opening of a cargo door unless the air~raft is on

the groinj. For this reason the switch that controls the door opening is
enerz-: rrcah the Sear Dzwn cr.tr3':r. H2.-'r, trere is a rrn: for

emergeni :;eration of tne doc wr.r !. ger is no' _own. An inJ.

circuit supplies a safed emergency switcn that permits door oerat:on. if

normal door switch is in the closed position, closure of the emergancy door

switch will cause the landing gear to be lowered. Once this condi.ion is

recognized, it can be prevented easily by insertion of a diode intD tne routine
door opening circuit as shown in part B of the figure.

In a practical aircraft system the connections which can cause sneak circuits
are vastly more complicated than shown on Figure 5-4. Computer aids for

analyzing the control logic are therefore frequently used. After the logic tree

(the Boolean equivalent of an interlock schematic like the one shodn on Figure

.*- 5-4) is entered, the computer produces a printout of all conditions that can

cause a given output, all conditions that are necessary to prevent a given
output, all conditions that can cause a combination of outputs, et2. After
these listings are obtained, it is still neresiry for an analyst to review them

and to determine whether any of the stated conditions violate the 3ystem
re,.,Ir-rerts.

T. qr-'k circuit analysis techniq.,e n- fe-: n exte1&i to com-uter prgri=c is
"ftwe .nea Cicuit Analysis". M f tnis worx w~u perfcr cJr N 'A

sponsorship and many of the computer tais utilized are in the put'>2 domain.

These tools also perform conventisnil software structure analysis, check for

con.s'.:ny of variale in 1ar .. ind au It for Ahernce to Prrrm
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GEAR DOWN F+4 GEARRN

P[FE]
A. Original Circuit
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EMERGENCY
DOOR OMEN
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"GEAR DOWN
+ GEAR

B. ReviseJ Circuit

FIGURE 5-4. EXAMPLE OF A SNEAK CIRCUIT
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,.4.4. As in the hardware area, *cmpter based ,oos are a vaI.,at4,- aiJ o.t

in tne end tne evaluation depends on the experiene and skill of t, , arnalyst.

Hardware and software sneak circuit analysis are significant fault .v:,idance

teoIr.ies. They are apiica-ale to control ligic, inc-uoi.,g spe:'f..a1y the
control logic that is required in connection witn fault tolerance sc.h as

computer reconfiguration and software restart.

5.2.3 Fault Tree Analysis

In fault tree analysis undesirable events are postulated at the top system
level, and then conditions which can cause these events are identified and
eliminated. Where complete elimination is not possible, a configuration mu ot be
established which brings the probability of occurrence below an acceptable
threshold. The primary means of accomplishing this is through fault tolerance.Fault tree analysis can also be applied to the reconfiguration and recovery

provisions of fault tolerant systems for the purpose of validating the
effectiveness of these provisions.

Fault tree analysis is metbled in M u nc2 "System Safety Prf t i
Re~u~rements" as an acceptable Itechnique but r..z Jetailed format of it is
spe ifed. The most prominent current use of fault tree analysis occurs in the
review and licensing of nuclear power plants, and the Nuclear Regulatory
Commission 'Fault Tree Handbook", NUREG-O492, is a widely used reference. An
example of a fault tree is shown in Figure 5-5. The electronic portion of the

-. ,. pitch control used in that example is assumed to consist of three independent
computers and two independent fault isolation networks. Survival cf at least
one-.. flt is~lation r.e1!rk a ,.  n .cc' ,er -re hi '-d for o/er ion of ,,,
electronic portion. Analysis of scftw*are failures is indicated as a se~arate

*J task.

As was the case with the two previously mentioned analytical techn:ques, fault
tree analysis can be conducted more easily with the help of computfr based
tools. Several tools of this type have been developed for the Nuc'ear
Regulatory Commission and are in the public domain COLMA82, VESE8O .
Proprietary systems are in use in the chemical and process control fields
.TAYL80].

Fault tree analysis has also been applied to computer programs [HEUH62, TAYL81].
The first reference is particularly applicable to software for fau~t tolerant
computers. Figure 5-6, taken from that reference, shows the fault tree for the
executive program of the Fault Tolerant Multi-Processor (FTMP), a iASA/Draper
Labcratory project targeted for flight critical uyctems [SMTh . Tnv-
procedures used for software fault trees can usually handle combined hardware
an! 3cftware faults. An ipplication of this type to an Air Fore, armament
"yJatem 1i de.5kr ,ted in .

Falt tL -e ;n, ly.s t. i t,-down , . ;, . t 3h-,,l _ ' i " or
supervised by personnel wno nave a good understanding of critical vvnt3 at the
aircraft and flig.t or.tr,.s level. A very important use of fault tree analysis

.is to trjinslate the top lvvel critical -ver.ts Into event.s tnat mis, Le preventld
4.,. .
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Fault tree analysis can also be used in the validation of the reconfiguration
ard recover y sequerice of a fafIt tolerant. subsy ot-m ',r c').utPr. Key elements
in sue, an analyss are:

- failure of timing or sequen-ing functions;

- correlated failure in a monitor and in the monitored equipment;

- undetected failures in a monitor or in a spare component; and

- resource contention (e. g., for bus access) during a critical
- reconfiguration sequence.

5.2.4 Dynamic Analysis of Computer Programs

The term 'dynamic analysis' applied to computer programs means review of the
performance of the programs as they are being executed. In a more specialized
sense that will be used here, dynamic analysis furnishes a measure of test
coverage, i. e., whether the test cases exercise all functions that the program
can provide. Since software does not fail due to physical deterioration, the
capabilities that are provided at acceptance can be expected to persist
throughout the operational period (or at least until a revision is required).
If a software function is completely tested and found to perform in accordance
with the requirements it can be expected to operate satisfactorily from there
on. The obstacle to completely fault-free software is the inability to conduct
exhaustive testing on practical computer programs. A valuable characteristic of
computer programs is their ability to modify the processing of data depending on
some pre-established criteria, e. g., to take one action when a variable is
below a threshold and another one when it is above the threshold. This implies
that the program may take different branches, depending on the attributes of the
input data or computer states. One of several possible measures of test
coverage is the ratio of branches traversed during test to the total number of
-ranches [H&WD78]. Tne dynamic analysis discussed here is aimed at determining
tLe brancn coverage ratio and particularly to identify branches that have not
been accessed during test. A related metric that is important in modularly

structured programs is the ratio of calls executed to possible calls (a call is
a transition from one module to another). The assessment of branch accesses and
call executions is made with the aid of software tool that are generically
referred to as dynamic analyzers or test tools. Publications that provide
general background on software tools are [FIPS99, HECH81, HOUG81, HOUG82].

A dynamic analyzer specifically developed for the flight controls field is
cailed AVFS (Automated Verification of Flight Software) [SAIB82]. The
performance of dynamic analysis with the aid of AVFS is shown in Figure 5-7.
Tin AVFS com:anJs shown at the upper left identify the sections of the code that
are to be subjected to analysis and the specific type of analysis to be
conducted. On the basis of these commands the source code (the flight control
program) is modified to permit the tracing and counting of branch executions
and/or module calls. The resulting program is the instrumented source code

-4 Ike



ier.t~on Te aulit file is generated -1r rg ex: .:r. Yrt e ... .. -
reports, some of which are discussed below.

Figiire 5-3 sncws two reports generated by A',F-. The summary reort shown in

part A uf tne figure provides coverage -data by mudule ard for tne crogram as a

wn e. This -,stin, ,se3 "D-D Path" to desi gnate a branch (D-D st nds for

deision-:c-de-ision). Ine left column lists the modoie name3 and tne nu.:er .Df

D-D paths in each module. This information is repeated for each test case. The

middle panel lists coverage statistics for each module and test case, and the

left panel provides cumulative coverage statistics. Note that the cumulative

statistics are not the sum of the coverage statistics for the individual test

cases since the latter include duplications. By comparing the cumulative
statistics for test case 3 and test case 4 it can be seen that the latter

*provided no additional coverage.

To improve the coverage it is necessary to know which branches have not been

traversed so that test cases can be constructed that will access t-,ose branches.

A va-able aid is tne No Hit report shwn in Figure 5-%. For eac- modul2 tne

number of paths not hit, and the specific identification of these paths are

provided. The major benefit is to know whic.h branches have not been accessed on
a cumulative basis. Reports can also be generated that show the f-equency of
a,::ess to branches. This information is useful for performance optimization.

E'n c m;lete brancn test coverage does not assure that tne program will always

* *. exeute czrrectly. m lay fail lue to nuLmercal relat-:r.Js tra were rt
"en:ur.tered dring test, due to unusual timing conditions, or tecause of

-* rarware.software interactions. However, dynamic analysis is a practical means
of determining that the program has undergone a reasonably thorough test.

Many types of hardware and software failures produce only transient effects.
Regardless of how short the period of abnormal operation, if tne contaminated

results 3re permitted to be accessed by later computations they will have
permanent effects. The purpose of fault containment is to avoid tce use of

contaminated jata in sbsequent processing.

-.' Transient hardware failures can arise from any of the following:

- power supply fluctuations;

- internally generated electro-magnetic interference (EMI);

- externally generated EMI or environmental disturbances (shocK, et-.1,

it "a t i:n

T Tt has b fn 91 -t,-' 'hyit ',,9t hirdware fa Ii ren in "urrpnt manfra7 , - s

N-;' *~'' - . n w~ "W -'f. ,~ ' ire . rc - i ,*
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states (e. g., input/output channel busy. Tnese rare events are not IiK!y to
persist and thus will usually result in a transient fai lure. It is seen that
techniques that prevent the progression from temporary to permanent computer

failures can play an important part in improving the reliability as seer, by the

user. It is highly desirable to record the temporary failures (even if tr,,

effects are masked) so that underlying causes can be investigated and repaired.

A well-established technique for preventing the contamination of a data base

with incorrectly computed values Is checkpointing. This involves placing new
results into a temporary storage area, called a cache, until they are checked
and found to be acceptable. Only at that point are they added to the data base
and the cache area is made available for the next batch of computations.

A variant of this technique is the insertion of rollback points in the program.

After a rollback point has been passed, no data can be written into the regular
memory but data can be read from it. Newly generated data are written into a
cache. Before the next rollback point is encountered, all data in the cache are

tested, and if any are found to be suspect the program returns (rolls back) to

the previous rollback point and re-executes from there. After repeated failures

at a rollback point a more severe recovery procedure can be initiated, e. g.,

program restart. If no failure is encountered when the cache is checked, the

content is committed to the regular memory and the program proceeds to the next

rollback point.

!he effectiveness of these techniques depends on haw tnoroughly thc data in tne

cache can be checked before being released to the regular memory. The following

may be considered as part of the check:

- range of numerical variables;

- increment over prior value for numerical variables;

- sequence (for variables that must either increase or decrease, or for

states, such as search, lock, track);

- length and absence of illegal characters in a string variable; an-

- comparison with a similar quantity, e. g., left static port pressure wit,

rignt static port pressure.

Modern computers and computer languages provide some significant error detection

mechanisms that can also be brought to bear on the validation of a cache prior

to releasing it to memory. Among these are:

- overflow and underflow flags;

- divide by zero alarm;

- recognition of illegal operation codes or memory addresses; and

- type and range checks on variables.

Additional fault isolation procedures can be implemented for messages sent from

one computer to another or to a controlled device, providing that the latter is

"intelligent" (i. e., can parse the message format). Mechanisms that can be

..
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,ncorre-,t ones are:

- message serial numbers;

- erro:r detecting code on each cara.ter;

- rororrec:ting and detecting coje or. a message --:!k; and

- end of message signal (to protect against acceptance of partial messages).

Most of these capabilities are provided in the MIL-STD-1553 format .hich is
widely used for data transmission in Air Force systems. To achieve fault
isolation, the message is retained by the originator in a buffer (a segregated
area of memory) until a valid message acknowledgement has been received from tr.e
addressee. If no acknowledgement is received within a selected timf, or if a
negative acknowledgement is issued (indicating an error in the received copy),
the messege is pulled out of the buffer and retransmitted, usually ',ith some
modifiasticn Lo the serial number so that it can be distinguished fr )m tre
original copy.

1 The protection afforded by most message formats is so valuable tnat it is
desirable to use messages to pass information from one process to arother even
if tney both reside on the same computer. Tre exchange of data thr( ugh Cc.=.n
memorv areas does not usually permit safeguards to be applied that ;-re as

fcrm= ; ~re~i- res many more ,pueoertns

5." HAP]WARE FA'ULT TOLFAANCE -- CODES AND nErETTiN

The techriues discussed in this section provide fault tolerance fo.- some
computer functions and a restricted class of faults. In spite of these
limitations they are widely used because they require only minimal ;dditions to
the hardware and because they are effective against faults that occur fairly
frequently.

As the term is used here, codes represent a compressed form of the )riginai
information contained in a computer word or group of words. By com, aring the
compressed form with the recovered instance of the original informa .- on some
errors can be detected and possibly even corrected. Error detectin.; code does
noc by itself constitute a fault tolerance technique and is therefo'e not
discussed under the present heading, although it is a valuable mechmnism in
s,;pp-,r of fault isolation, retry or dynamic fault. tolerance.

Error 2orrecting codes provide a c.mplete fault tclerarne capiDiliti, aitn~g.
........ ... ........ pe. The -orr-ztton .'ipanility of tte codes ,ls'ribed here is Iue

-, - t- . - ... i . . .- 1,e A

in ~ ~ ~ ~ ~ ~~J -ru.~:Jt,.I "T - -,................ r. '. - C r. ,~ - ...

bit which is faulty, or, in case of a muiti-bit correcting coJ-, t- f,.xu-t
In mo3t curr rt applic'tions the correction capability of tne c, de is restri-t!
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d': ir:, of the fur t. onr:i to, b' prot:'.t.. i'I tr, ccd u.ujJ y the ff'."!/,ry an'J

1 :., rnue t I :,, : t t,;,t rr"crs of lar,-.r s.xtert. art- urJ lyv'ly. Tkih r ,,m- ri3

. generally that memory chips that store multiple bits for a single word must be
Savc, -ded .

Twc distin -t typEs of error correcting code are in freqjent us5E: cyclic codes

and array codes. An elementary example of each type is presented .n the

following, but the scope of this Handbook does not permit a comprehensive
treatment of coding theory. The reader might want to examine the classic texts

in the field, particularly [RA074), or some recent articles [BERL80, MCEL84].

*5.4.1 Cyclic Codes

The distinguishing feature of cyclic codes for the applications covered here is
- that the error correction capability is specific to each word. Thus, errors in

the first bit of one word and in the third bit of another word can be corrected

even if they occur simultaneously. The example shown in Table 5-1 represents

- .eight information bits to which four code bits have been appended for error
correction. Because of the short word length the percentage increase associatec
witn error correction is much greater than in a typical computer word.

The top part of Table 5-1 shcws the coverage assignment of each code bit. Thus,

in an odd parity convention bit 8 is assigned a value such that the sum of it

and the covered information bits (0 - 6) will yield odd parity. Similarly, bit

9 is assigned such that its value and that of the information bits 0 - 3 and 7

w -'ii yield odd parity. In this arrangement, an error in any information bit

will cause failure of the parity checks of either row 8 or 9 (or both) in the

.- top part of the table. Errors in the code bits as well as in the information

tits can be identified.

IV-U



TALE 5 - 1 EXAMPLE QF CYCLJ E P . L..... N. ....

Word 9its Covered

0e Bit1 2 3 4 5 6 7 8 9 A B

X X X X X X X X

9 x x x x x x
A x x x x x X
B x x x x x

Error Indication Word Bit Indicted

8 8

9 9
A A
B B

8-A 5
8-B 6
9-A 7
8-9-A 1

2

To locate the error all bits have to be examined, and the error indications
nvolving cbeckbits shown in the lower part of the table can then te used to- idetify the faulty bit. it will be noted trat not all combinatiors of eror

indicaticns are assigned, e. g., the two-bit combinations 9-B and A-B are not
-% sed. The fo-r code bits utilized in Tatle 5-1 can provide error crrectin fsr

t = :its ,r.cz~g, tr, - .. Cn.e tni ' n of the - s

established, the indicted bit is reversed and the resulting information is

accepted as correct.

At this point another limitation of error correcting codes becomes apparent: if
the error was due to a temporary disturbance, e. g., an alpha part:cle hit, the

corrected wcrd may be stored tack into metcrV an4 ncrna: operation resm.ed. _n
%f.2 tne other hand, if a permanent hardware fault has oocurred, it is tmdesirable to

utilize the affected memory location because correction would be r-quired on

every read operation (which slows the computer down), and a second error in that

word would not be correctly diagnosed by the code. It is therefor- desirble to

store the address of the affected word, and to perform repeated store and read

operations either as part of the run-time diagnostic program or as part of a
maintenance operation. in case a permanent hardware failure La disgo.s-1, tre

flzwng alternativcs , y te seeted:

r i,,e ing tne affected ,Idre3s;

- . . . . . . .. €.;.:

N, - "Lrcumvent this address by adlrtis tr.3ssit >n,

,. s.,.... ., . .

Z. '. . ** *



-Remove the af fected memory block< by reconf ig,;rat: n; or

-Remove the affected memory block by physical replacement.

Continued use of the memory location may be possible if the cor.3'z4. ernces of dat-a
loss can be tolerated. Tne probability of an independent random error occurring
in the same word in military grade memory chips is less than .000001 per read
operation. However, very little is known about the probability of correlated
faults (e. g., due to environmental factors that might affect more than one
memory chip). Circumvention by means of a program change is not feasible in an
operational setting but may be used in an experimental aircraft. Circumvention
by address translation is a desirable alternative where this feature is
available in the computer. Syndrome store and correct circuits are at present
used only in a few mainframe computers. Removal by reconfiguration is a
practical procedure in many fault tolerant computers. However, an entire block
of memory is retired whereas address translation retires only a single location.
Physical replacement must ultimately take place to repair the faulty memory
assembly. The main objective of the other alternatives is to defer physical
replacement until a convenient time.

5.4.2 Array Codes

Array codes can be more efficient than cyclic codes for error correction (in
terms of the ratio of information bits to required code bits) but they do not
provide coverage for more than a single bit error in a block. They also require
more operations when words are written into memory. The hardware necessary for
checking array codes is of the same order as that for cyclic codes and is

entirely comprised of standard logic functions.

In array coding the location of the error is identified by the intersection of
* an error detecting code on the word (row) and another error detecting code on

the array (column). Each of these can be a single bit parity code. An example
of a array code for eight words of eight bits each is shown in Table 5-2. An x
represents an information bit, c represents a word parity tit, and b represents
a block parity bit. The latter is constrjcted as the exclusive or (XOPQ of all

bits in that column.



TABLE 5 - 2 ARFAY ZL[E

x x x x x x x x c

x x x x x x x xc

x xx x xx x x c

x x x xxx x x 0

~x x x x x x x x c

x x x x x x x x c

b b b b bb b b b

In normal read operation only the word parity bits are checked. When a word

error is detected, then a block parity check is made. The bit indicted by the
block parity is then inverted in the affected word. The procedure ,an correct

only one bit per array at a time, and therefore the blocks should n:t be made
too large. Even for fairly small block sizes (e. g., 128 words), significant
savings in storage are achieved compared to cyclic codes.

On writing into memory, the array code has to be updated. This is usually
accomplished by (a) forming the XCR of the previous content of the affected word
with the new content, and (b) generating tne new a,-ay code by forning the X3R
of the crevious cne wi n the resui, cf :r.e operat'on under (a/. BE-:_'se all
c:mp;taoicns are of the same type they can be handled by a single redicated set

of registers.

Because array codes are much more- advantageous during read than during write
o:eratirns, they are preferred for program memories in csmputers wtere these are
separate from data memories. Array codes can be used in computers where the
memory is configured with at least one parity bit per worJ. A major pr3ctical
,;:: t -r.is type of c i_ in comzr. cr s ,'Kere the 'r.: in 3 are
treated as a block. The term block code is frequently used tnere.

5. .3 ~Peoetition

Repetition is redundancy in the time domain. Instead of adding phisical
resources, some penalty in computer throughput is accepted. This )enalty will
be incurred only if an error is detected and thus will be quite smill on the
average.

.t can involve retry of elements of an instruction 'e. g., a miroinstrction),
an entire instruction, or an instruction sequence. Tne most 'requ nt use of
r-,tit n ,i the ro-ry of a memory read operati,)n when in er-,r 11 signalled by

.er'r,r detecting co:e. i-ri -.. ,f 'iiS 'l .r-ige i r , t ','.,r ,-, r . ' e)
-are aL.2 4ite .r:... .- try I -e , Ir,.r'- in , i-. r~g :yo"r'2M

. etry of in instruction 9equence is is best implemented ty means of tne rollback
techniq. e which wis --2r~bd In Section 5

_%_
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5.5 HARDWARE FAULT TOLERANCE --_REDUNDANCY

The purpose of this section is to acquaint the reader with the basic
configurations used in fault tolerance. Pratical fligrit critical systems
typically use a combination of several of the basic structures, and a
methodology for combining and evaluating these at the syster level is describej
in Section 5.7.

5.5.1 Static and Dynamic Fault Tolerance

Two major implementations of fault tolerance are the consensus mechanism and
error detection followed by reconfiguration. The most widely employed consensus
mechanism is the voter, particularly the two-out-of-three voter used in
conjunction with triple modular redundancy (TMR). The voter may suppress an
output from computer A in one instance and one from computer B in another
without actually changing the connections of the contributing elements. Because
no change of the configuration is required, this is termed static fault
tolerance. The occurrence of single failures is hidden from users of the
information unless specific facilities are incorporated to signal a disagreement
among the contributors. For tLis reason the consensus approach is also called
fault-masking. Because it operates without distinction on transient and
permanent faults, and because it does not require explicit error detection and
switching, the fault masking technique is frequently preferred for flight
critical functions that permit only very short interruptions of the computing
service.

The distinguishing feature of dynamic redundancy is that errors are explicitly

detected and that reconfiguration is required to restore the system to a
serviceable condition (failures cleared by retry do not usually activate the
reconfiguration mechanism; these can be regarded as fault tolerance at the lower
level and as successful operations at the level at whicn the dynamic redundancy
operates). The reconfiguration will interrupt service and the duration of this
interruption must be made sufficiently short so that it is tolerable at the
system level.

Several interesting variants of these classical types of fault tolerance are of

interest. Self-purging logic starts out as a consensus approach employing more
than three contributors. If there is no agreement on a vote the disagreeing
member is permanently retired (the retirement can be deferred until a number of
consecutive disagreements have been registered). The primary benefit of this
technique is that a failed computer cannot participate in the vote and therefore
the probability of reaching a consensus on a wrong value is reduced [LOSQ75].

Hybrid redundancy also starts out as a consensus system, typically involving

triple modular redundancy. When a computer is diagnosed as having failed (this
may involve one or more disagreements on voting) it is replaced with a spare.
Since this involves both static redundancy and reconfiguration the terminology

"Hybrid Redundancy" is quite appropriate [MATH7O]. The spare computers can be
unpowered until they are configured into the system. This is a major advantage

I wrwhere power or cooling is at a premium. Hybrid redundancy was originally

'7(,
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Because tne focus of the current discussi n is on macroscopic aspecl s of the
redundancy configurations, switches, voters, and comparators are treated as
inherently reliable structures. In practice the failure rate of the! devices
involved may be so small that it can indeed be neglected, or fault tolerant
design can be used for these functions. Specific implementation of these
configurations are described in the following headings. Reference :Ls male
throughout that discussion to Table 5-3. A box without diagonal lines represents
an operational computer (a computer that contributes to the system functions).
A box with one diagonal line represents a standby (the term hot standby is
sometimes used for emphasis), a computer that can be made operationil by simply
connecting it to the system output devices. A box with two diagonal lines

At represents a spare (sometimes called a cold standby), a computer that requires
at least a memory refresh before it can become operational.

5.5.2 Configurations Employing Two Computers

True consensus systems cannot be constructed with two computers. lowever,
configuration I in Table 5-3 provides a limited consensus as long Es the two

pters .... agree. Once a failure has Deen detecte, the followIng -. ct cis are
possible:

- use diagnostics within each computer to identify the operational one;

- use diagnostics at a higher level (see Section 5.7);

- select a 'safe' output or restrict control authority; or

S-select best comoter by trial an- err-r -- ney u.er re -r n a

higher system level).

Use of diagnostics within each computer after a failure has been diagnosed by
comparison has a high probability of detecting solid faults in the vital areas

" of the computer. For temporary faults a retry technique can be employed. Solid

faults in non-vital areas may not affect routine operations. If diagnostics are

unable to identify the faulty computer resumption of operation in the original

configuration may be attempted.

P Diagnostics at a higher level imply the existence of a systems maragement or
performance monitoring computer which can conduct an independent tealth oheck on
the flight critical computers. Selection of a 'safe' output is s(ldom possible
in flight critical functions; it is applicable to some engine control functions
(see Section 5.8). Restriction of control authority and correspotding
restrictions on the aircraft flight envelope represent actions thi.t may be taken
together .ith some other measures. The trial and error approach an be used

~, , togetner with restri ced aithority to .ti:y tne test cuirrently availa7le.
res-rcee!. An r7-. e-rr or.teri-n fcr 3e;1tive Li ntty (e. g , 1,
error) oan c'e used tQ make the selectin.

Config .r:ation 2 (ns.ts of an active an a standby computer (a co,!puter that is

p mcwer,:d ind re,,t!y for I4:iejid.e s*rv-ce. . -:e .le'Orm. i1ton that an ,-r.r has
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occurred in the primary computer is male b~y int~ernal diagnostics or by
diagnostics at a higher level and switching to the alternate Is then automatic.
The switching logic usually requires a keep-alive signal from the active
computer and switches automatically when that is not received. The error
detection capability is inferior to that achieved in Configuration 1 but the
need for the comparator has been eliminated. Because comparison is usually

* performed outside of the computer, the information has to be transmitted at a
much slower rate than is used for intra-computer transmissions. Where frequent
comparisons have to be performed the effect on computer throughput usually

represents a much greater penalty than the physical resources involved in the

The active and spare configuration shown as the last dual system in Table 5-3
functions very similar to the active and standby configuration. The spare need
not be powered until required for service. This saves energy and reduces the
failure probability but imposes a time lag before service can be resumed
following a failure. In most flight critical systems this time lag is not
acceptable. However, for large computers which are involved in pattern
recognition functions, the energy and failure rate considerations may be

important.

5.5.3 Configurations Employing Three Computers

Configuration J4 in Table 5-3, triple redundancy with voting, is the simplest
configuration that provides fault masking and is widely used in current flight
critical systems. The three computers may run in close synchronism (e. g., from
the same clock or from mutually adjusting clocks) in which case the system is
said to be tightly coupled. Alternatively, the timing in each computer can be
completely autonomous, and that identifies a loosely coupled or asynchronous
system. The latter approach is less prone to failures arising from common clock
circuits or interfaces, and i-L may also be less susceptible to EMI upsets
(because the information in the three channels is in different stages of
processing at the time of the disturbance). However, loose coupling requires
more waiting time before a vote is complete, and that usually reduces the
computational throughput significantly.

Voters can be made fault tolerant IMCCO803. In many aircraft systems voting is
performed at the actuators in devices that are either highly reliable or are
redundant and self-disabling in case of a failure. Voting provides near perfect
fault coverage for random failures but it is not effective for correlated
failures in either hardware or software. Therefore great care must be taken to
analyze and remove all possible causes of such failures.

It is highly desirable that the occurrence of frequent or persistent
disagreements between channels be logged to permit appropriate maintenance.
This requirement adds some complexity to the voter. A further drawback of this
configuration is that all three computers contribute to the system failure
probability, and that fault tolerance is lost after a single failure.
Reconfiguration after a failure (e. g., to Configuration 1 in Table 5-3) can be
implemented by special circuits. Three different configurations have to be
provided for, depending on which computer failed.

z_



T p.epaIr ano _tz' y an fJg rt n /Cioi- :=['y ref"rreJ to as "p=:r .
spare") eliminates the need for a voter and trie associated t .rough; ut
limitations. A comparator (which has a lesser impact on throughput) and a
switch (which has no impact until a failure occurs) are substitutec. In the
simplest case the standby computer is switched in whenever the com;,arator
detects disagreement between the active units. This exhausts the fault

tolerance capabilities after the first failure which may be only of a temporary

nature. To alleviate this deficiency retries of the active units may be
required prior to switching, or a capability for switching back to the pair may
be provided.

The standby unit is not required to be of the same type as the act,.ve pair, and

it may run different software. This capability can be utilized to protect
against some types of correlated hardware and software failures. .he comparator

is not likely to detect correlated failures, and detection capabil:.ty for that

must therefore be provided at a higher level in the system. Configuration 6

employs a single active computer and two standby units (usually ca.led
monitors). Because only a single computer is on line at any given time, the
fault tolerance provisions have a minimal impact on throughput (the comparison

-S in the monitors does not have to be tightly synchronized with the active
computer). In most other respects the features of this configuration are

similar to those of Configuration 5.

5.5.4_ -. fiE~ratiDns Employing Four Computers

The quadruple redundant system shown as Configuration 7 in Table 5-3 is similar

in operation to the triple redundant system. The voting algorithm can accept as
valid any result for which two identical values have been received. The

) atnic :gical case in which two computers agree on one result and tdo on another

is recice on te basis of the first agreement t.at is rezeivei. Tn practice

such a case is more likely to arise from a temporary timing problem than from a

serious failure. Thus either set of two answers may be accepted (one may

pertain to a different time cycle than the other, but both will be within

specification). Comparr o TMR the quadruple configuration involves additional
equipment but it can r , operational after two independent failures. This
capability can be util d for increased safety or for deferral of maintenance
after a first failure. zoftware techniques can be used to retire a computer if

• .its output consistently disagrees with the majority (see self-purging systems in

5.5.1).
:4.

The dual-dual configuration shown as entry 8 in Table 5-3 is particularly well
L '2" suited where the primary aircraft controls employ a dual structure. This can be

in the form of split surfaces or two independent actuators operating on a single

, surface. When a single comparison fails, the affected half of thE system cn
skip output for that computing cycle. When there are repeated failures, the

half-system is disabled. In some cases the primary control structure can
c,.,ptr.-ate ror tne rec.- ion of contro iuth.r ty triat fcllcws frxm t!e ot e

i.of a nalf-system. Tne Ja.'-dual config-,.ration .an in g-.neral ti ate ~
fatil.r,f3 or..y if t y affeet tne 2am. ;.- - 3,.3.,

The final entry in Table 5-3 is a hytrid rel:ndant system consisting of a TMR
ctc.rX,;,!--ition augent'e1 by a single sp re. Tni3 ytem remains oeritl:r3l

%i%
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Corfiwuration 7. Be-ause tne fourth ccm *ter is a spare, it reqre
orerating rower and also achieves a somewnat loer failure rate -tnan tne

quadruple redundant configuration. Because only three computers are active at
*.. any one time, the hybrid redundant system can te c-nnected to cut; evi es

tnat incrporate voters for triple coM-Mands.

5.5.5 Multiprocessor Systems

in a multiprocessor several processing units access a central memory and share
one or more input/output channels. This is generally more efficient than
performing the same jobs in several dedicated computers because of the
integration made possible becae central memory and because of the sharing of

"'"other c--mp.ter resources. Because flight critical systems must operate ,rder

tgttime constraints, the increased compitational throughpit mare p3r'e ty
a multiprocessor system is very attractive. Also, in some cases thE
multiprocessing capability can be utilized to achieve fault tolerance. Three

experimental multiprocessor architectures that have been developed tor flight

control applications are briefly described below.

r~~.o~ran Mutiporsor FTM?) --e :M as been eze
' r ry ,njr s nsr p .of t e N.ZA LanzIey 7ecearcn $ent~ r i.

MIT-9j. Essential features are:

- All processing is performed in computer triads, thereby achiev:ng fault

tolerance equivalent to the TMR configuration.

- Several triads are active at one time and perform tasks that Z( me fr-. a

ee in tne central mem:rv.

- Triads operate from a common fault tolerant clock (tightly ccuilec).

- There is a central pool of spares from which triads which lose a processor

can obtain replacement. When the pool is exhausted, operationul

processors from non-functioning triads are used as spares.

The general organizatlon of the FTMF is shown in Figure 5-9. A pro.oty;e unit
is being tested at NASA Langley. The Advanced Information Processi ig System

(AIPS) currently being developed for NASA by Draper Laboratories in'orpcrates

many of the feZatures of the FTMP but implements them in a building )lock fasnion
that permits implementation of fault tolerant uniprocessors (incorporating

either voting or comparison) or multiprocessors[SMIT84]. AIPS is iitended for

flight critical aircraft functions as well as for space application;.

Software Implemented Fault Tolerance (SLFT) The SIFT concept was :en:-. at

SRI International and the development was also sponsored by NASA La gley
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SCtolrant r

,-' gr . ..... . , rv. te '3 ,.ted to i t. the r'r t. '

- ~
'" " " '" " " "" N, "..rd. 

"
' '" " ,# d " "' . ' ' ' ' ' ' , "J " " "" 4 ', '""' " . . , ,"" , , . '" . ° ",". " ' '



c c

PROCESSOR o PROCESSOR o PROCESSOR 0
TRIAD <-TRIAD TRIAD m

SYSTEM BUS

REAL-- -

SYSTEM TIME SYSTEM I I
MEMORY CLOCK/ CONTROL/ / 0 0 0

COUNTER STATUS 0 0

Fig.re 5-9 General Oiganization of the FTMP
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- invd.a processors are largely autonomous (Cc s ,up ,..

- Interprooessor communication is over dedicat-d links.

Tn e flexiility inherent in this technique is very attr -' Ve.
dependence on software functions imp.oses a large cnro.g t penalty. Ar
overview of the SIFT architecture is shown in Figure 5-10. The development unit
is being tested at NASA Langley.

Continuously Reconfiguring Multi-Microprocessor (WRMMP) The dev .cpment cf tnos
concept has been carried out in-house at the USAF Flight Dynamic Laborato ry
[LARiS1]. The continuous reconfiguration referred to in the title is
accomplished by time slicing. Individual processors ai.ernate in per forzmrn
tasks during successive time slices. Significant features are:

- ndividual process3rs are largely autonomous but t-rminz is crtrc-nt r E> , a
central redundant clocKs.

- The degree of fault tolerance can be selected to suit the criticality of
the task (non-critical functions can be performed by a single processor).

- are ;:ro_-essors can be utilized for any tasK , _ spares,.

-r~ere is a virtuil iipleienr..:a "nof ".e .e't-sn o" .-r-

An overview of the architecture is snswn in Figure 5-I'+A. The ope: at ion ,f time
slicing is illustrated in part B of that figure. The CRMMF is sti'M undergoing
evaluation at the Flight Dynamics Laboratory.

5.6 FALT TSDLEFANT SOFTWARE

In Section 3 of the present chapter it was stated that many scftwa e fa lures
can be overcome by fault containment techniques, such as checKpoin ing or
rDIlb'ack. There are, nowever, si-uatt;rs where true f a- toleran e is .. rec
to recover from a software failure, e. g., where an error has beer ma.e in tasK
selection or where the system is 'stuck'. An area that is es~ecalyy per' me-.t
to flight critical systems is the employment of software fault tol r- ne
techniques for programs that service reco3very frcm hardware faiur.

A distinguishing feature of software fault tblerance is the availa ility ofo
* or more alternate versions of 4 program whlch cari be- IJ for .mp -'

the primary program or be executed in its plaoe when the exlster.e
errr his been deter'mined. The two prnol;aL impr;men'_t~n ',,.. .

fault t, erart .oftwire are N-vers!on pr-; ; rn a d , he rw, .v .

'3 T.
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5.6.1 N-Version Programming

In N-version programming a number (N 1) of independently coded programs for a
given function are run at the same time on loosely coupled computers, the
results are compared, and in case of disagreement a preferred result is
identified by majority vote (for N 2) or a predetermined strategy LELME72,

-' AVIZ77, CHEN78]. The effectiveness of this fault tolerance technique is
- .obviously governed by the degree of independence that can be achieved among the

N versions of the program. It has been recommended that the versions use
different algorithms and different programming languages.

A specific constraint on N-version programming is the requirement for N
computers that are loosely coupled yet able to communicate very effectively so
that rapid comparisons of the results can be achieved. The SIFT configuration
described in 5.5.5 comes close to meeting these requirements. N-version
programming is also effective in masking some hardware faults. A disadvantage
is that the throughput will depend on the execution time of the slowest of the N
programs that will be executing at any given time.

5.6.2 Recovery Block Programming

The recovery block technique can be applied to a wider spectrum of computer
configurations, including a single computer (which may include hardware fault
tolerance). The key feature of the recovery block is an acceptance test which
determines whether the primary routine has furnished an acceptable result. If
that is not the case, an alternate is executed LRAND75]. The simplest structure
of the recovery block is

Ensure T

U By P

Else by Q

Else Error

where T is the acceptance test condition, P represents the primary routine and Q
an alternate. Until the results of P or Q are accepted, all data generated by
these processes are held in a recovery cache, similar to the cache used with the
rollback technique of fault containment.

For flight control and other real-time applications it is necessary that the
execution of the program be both correct and on time. To meet the latter
condition the acceptance test is augmented by a watchdog timer that monitors the
receipt of an acceptable result within a specified periol. The structure of a
recovery blzck for programs servicing flight critical functions is shown in
Figure 5-12.

In normal operation only the left part of the figure is traversed. When the
acceptance test fails or if the time expires a transfer to the alternate call is

" * , '. ,.<...-,'.".'-, " ; ''r''7/.'/ ' V .: -.- .- ,.- -. ..-........
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initiated, a flag Is set, and process Q is executed. If this result satisfies
the acceptance test, the normal return exit is taken and processing continues.
If the acceptance test fails again or if a timeout is encountered in the
execution of Q (with the flag now set), an error return results [HECH79).

The interaction of a real-time recovery block with the system executive is shown
in Figure 5-13. The block labeled "Application Modules" and the associated
branching for normal and abort returns correspond to the structure shown in
Figure 5-12. In fault-free operation, the application modules are called by the
Task Select section of the executive, and the normal returns are made back to

* that section. The same paths are still utilized if a primary application module
.5 fails and the alternate succeeds. If none of the application module alternates

executes correctly the abort path is entered, and as a first step the failure is
recorded. Then a diagnostic program is called which as a minimum determines
whether this is a recurrent failure. If the recovery block failure was an
isolated instance, the back-up executive may simply suspend the faulty module
and cause the Task Select routine of the normal executive to advance to the next
application routine. If the failure has been diagnosed as a recurrent one, then
a new task schedule has to be generated and substituted for the normal content
of Task Select. This may take the form of an Essential Task list which has been
decided on in advance, or it may be a modification of the normal task list
generated under software control.

The effectiveness of the recovery block technique is largely dependent on the
coverage of the acceptance test, i. e., whether that test can detect all
significant deviations from normal program execution. For flight critical
programs the acceptance criteria can be framed more restrictively: to prevent
unsafe output to be furnished to the controlled equipment. The techniques
useful for this are largely the same that have been mentioned in connection with

S fault containment in Section 3. Most flight critical outputs are governed by
physical constraints on their range, rate of change, higher derivatives, and
frequency response. All of these limitations can be incorporated into the
acceptance test.

* The acceptance test must be executed every time the recovery block is entered,
and this represents the principal throughput penalty associated with this
technique. By careful coding of the test, and by using recovery blocks only for
the most essential software components, this penalty can usually be kept quite

4 low. The computationally most efficient form of an algorithm can be used for
the primary routine. The execution of alternates is so rare that their
efficiency is not normally of concern. Because software does not fail in a
permanent manner, there are usually automatic switchback provisions to the
primary after an alternate has executed a few times.

5.7 AIRCRAFT LEVEL FAULT TOLERANCE

The techniques discussed so far are primarily suited to major aircraft systems
(flight control, navigation, propulsion) or to subsystems (air data computer,
engine controller, etc.). Significant benefits in safety and reliability can be

acheve ifaddtioalfault tolerance is implemented at the aircraft level. The
following techniques involving digital components are particularly pertinent at
the aircraft level:

-9-
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- Distributed computing;

.4 4 - Central malfunction and damage control;

- Use of alternate control modes; and

- Lifeboat systems (independent backup of the most criticai functions).

5.7.1 Distributed Computing

In the context of fault tolerance for flight critical systems the essential
capability of distributed computing is that a computer from another system or
subsystem can either assist in diagnosing a suspected computer or can perform
part of the workload of a failed computer. The diagnostic capability can be
utilized when there is a disagreement between two computers but the-self-test

program of neither computer confirms the malfunction. The ability to perform
part of the computational tasks of a failed computer is particularly significant
when it reduces the need for dedicated redundancy (see 5.8.1).

The reliability of the electronic portions of flight critical systems is
generally quite good, e. g., as measured by the absence of these components from
the list of most critical aircraft availability and maintenance items. The
redundant components are frequently required for safety rather than availability
(see Section 5.9). Because failures occur so seldom, some reduced computational
performance in case of a failure may be acceptable if it permits elimination of
a redundant component (e. g., using a dual system instead of a triplicated one).
Distributed computing, properly applied, can permit this.

The provision for standard digital data buses in military aircraft is a very
favorable factor for using distributed computing in the manner outlined above.
The trend toward standard computer instruction sets will further facilitate the

implementation of distributed computing in the context of fault tolerance for
* flight critical systems.

5.7.2 Central Malfunction and Damage Control

This capability is similar to the one just discussed in that an external
computer can assist in fault isolation. It differs from distributed computing
in that a central computer is dedicated to fault isolation, reconfiguration, and
recovery functions or performs these functions as part of flight systems
management. Although this technique is not currently in wide use, it appears
economically attractive as the number of flight critical systems that depend on
digital components and information increases (the Flight Management Computer in
Boeing 757/767 aircraft performs some of these functions). At several instances
in this chapter there has been a reference to higher system level fault
tolerance provisions. The central computer described here is well suited to
this purpose. In many instances the presence of a malfunction and -damage
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tolerance that otherwise would require a triplicated system.

5.7.3 Use of Alternate Control Modes

In conventional aircraft there is limited capability to use alternate control
modes in case of complete failure in a primary control (e. g., use of horizontal
stabilizer or trim in case of an elevator malfunction, use of ailerons and
rudder trim to compensate for a rudder malfunction). In more recent aircraft
designs there are a number of auxiliary surfaces such as leading edge slats,
spoilers, and canards which can replace the maneuvering capabilities of primary
controls at least over a limited flight envelope.

>" Integration of the control system to make use of alternate control modes can
increase fault tolerance not only with regard to electronic componen-s but also
with regard to the non-electronic portions of the primary flight con.rols.

5.7.4 Lifeboat Systems

A lifeboat is usually less seawortny than the vessel to which it is attached.
Nevertheless, it can save the lives of passengers and crew because its failure
modes are largely independent of those of its parent vessel. Similarly, small
computers with less functional capability than the primary computer!, and
without explicit fault tolerance provisions, can perform valuable becK-up
functions for flight critical systems if their failure modes are incependent.
Because of the obvious analogy, these minimal back-up computers are referred to
as lifeboat systems. A well-known example of a lifeboat system is the single
back-up computer in the Space Shuttle Orbiter which has on at least one occasion
saved the mission and vehicle when the quadruple redundant primary :omputers
failed.

Failure moies of the primary computer which can be protected agains: ty a
minimal independent back-up computer include:

- Timing (either a common clock or a timing adjustment function 4hich can
affect multiple computers);

- Hardware design deficiencies;

- Software failures;

- Mardware/software interfaces, particularly in reconfiguration and
recovery; and

- Environmental effects (including combat damage).

Except for the last one of these, the failures in the primary system are likely
to be of a temporary nature and may not repeat after a restart. Therefore the
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to it) should be capable of re--ntiaiizng trhe primary system and transferring
back to it if it is found to be operational.

JS w'tchover to the lifeboat computer can be automatic (particularly when no

rheartbeat of tr:e primary computer is re-eived), under 2ontrol of a system
management computer, or under crew control. Although the delay associatec- with

, tie iattgr mode may not be toleratle L vid-r al -ligtt condt -rf it may
sometimes be the only chance of saving aircraft and crew.

5.8 GENERAL APPLICATION NOTES FOR FAULT TOLERANCE

This section summarizes criteria and techniques that apply to many types ofC
fault tolerance and which affect the selection of techniques or their
implementation. Specific headings cover the following subjects:

-.-. - Partitioning for Fault Tolerance;

,- Similar vs. Dissimilar Redundancy;

- Response Time Requirements for Recovery from a Failure; and

" ntegraticn of Fault Tolerance with Diagnostic Capabilities.

5 . .2 Partitioning for Fault Tolerance

Zo.n fault tolerance techniques provide or require a specific level of
partitioning, e. g., when cyclic error correcting code is applied to memory, the
'ccis the natural partition. Similarly, when a message acknowledgement
prctovol is used tne natural partition of fault tolerance is at the message
.Vze-. However, most fault tolerance techniques can be applied at a small
- , .g., at tne register level or to bit slices of a CPU, or at a large

p,, e. g., applied to an entire computer or an engine control system. The
p'rtitioning decisions should consider at least the following:

- Effect on the reliability model;

- Placement of voting or error detection provisions; and

- Effect on system support.

-riteria for selecting a proper scope under each of these headings are briefly

S- ". ] 2ribed below.
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Partitioning Effects on the Reliability Model

Small partitions for fault tolerance have a significant theoretical advantage
because a fault then requires replacement of only a small part of the equipment.
This effect is illustrated in Figure 5-14I by comparing the reliability functions
for system redundancy and partitioned redundancy - dedicated spares. The single
string reliability of each configuration is assumed to be the same (the failure
rate of a single system is four times the failure rate of each partition). If
the partitioned structure suffers a failure in the top left element and the
bottom right element it will remain operational. Where redundancy is applied at
the system level the same combination of failures cannot be tolerated. The
probability of incurring multiple failures increases with time, and therefore
the advantage of partitioning at small scope is seen to be particularly
significant if the system has to function without repair for a time approaching
one-half of the single string MTBF. Most aircraft missions are of much shorter
duration, and if a first failure can be repaired after each mission, these
considerations need not affect design decisions as much as where it is expected
that many missions must be flown without the possibility for intervening
maintenance.

The middle curve in Figure 5-1I4 provides for a single redundant element in each
partition and no possibility for using elements assigned to one partition in
another one. This model is applicable at the computer level with one partition~
representing the CPU, another one memory, and a third one the power supply, etc.
Obviously, a spare power supply cannot be used to replace a failed CPU.

The top curve in the figure represents the reliability function for pooled
* . spares, where it is assumed that any spare can replace any failed operational

partition. This replacement technique is used in all of the multiprocessor
configurations discussed in 5.5.5 and provides a significant reliability
advantage over serving the same function with dedicated spares. Note, however,
that the magnitude of this advantage is dependent on the time between
maintenance actions and that it can be quite small for short mission durations
or very reliable single computers. In the figure four pooled spares are shown
in order to provide a valid comparison with the other configurations. However,
the number of pooled spares need not match the number of active units.
Typically, only one or two pooled spares are provided for an arbitrary number of
active elements. Pooled sparing is also applicable to redundancy for memory
blocks within a computer.

Placement of Voting and Error Detection

In the preceding heading no allowance had been made for the specific fault
tolerance provisions (voting, error detection and reconfiguration, etc.)
required for each partition. Factors that need to be considered include:

-Cost, weight and power of the primary circuit elements;

-Resources for self-checking or fault tolerance in the primary elements;

-increased power and reduced throughput due to external signal routing;

-Time delays introduced by comparison, voting, or decoding; and

~9 7



- Need to synchronize participating information s:crves.

In addition, support equipment is affected as indicated in the follDwing

heading.

As a result of these considerations, small partiti.nng is usually not quite as
attractive as indicated in Figure 5-14. These factors also suggest that it is

highly desirable to place voting and error detection at locations where the
information is already in a format that facilitates routing to external
elements. Within a computer this is at major interfaces, e. g., from CPU to

... memory or input/output processors, and within an aircraft system it is at the

LRU level, e. g., computer, control panel, or actuator.

Effect of Partitioning on System Support

S-.Many system support functions such as documentation, training, test equipment,
and spare parts provisioning can be directly affected by partitioning decisions.
Partitioning for fault tolerance can implicitly create user (line) replaceable
units for which a much greater level of support is required than for units that
are replaced only at the depot or by the manufacturer. Because the procurement

Si of manuals and test equipment can involve large costs, the impact of
\r partitioning decisions should be evaluated in the light of the support equipment

requirements. Table 5-4 lists a number of support items that may be impacted by

partitioning.

TABLE 5 - 4 POTENTIAL SYSTEM SUPPORT IMPACT OF PARTITIONING

Support Function Required Items

Develo;men. Hardware and Software Specifications

Documentation Hardware and Software Test Specifications and Reports

Siftware Product Description

User Documentation Operator Manual
--" User Manual (Function Oriented)

Hardware and Software Maintenance Manuals

Test Equipment Test Equipment Specification (Hardware and Software)

Test Equipment Test Specification and Report

Test Equipment User Manual
Test Equipment Maintenance Manual

Training Training Requirements/Planning Document
Training Facilities
Training Program

r: i rdt on Configuration Mnig-m..n'-
Control Change Reports

Spare Parts Provisioning Documentation
Spare Parts

4.. Change!s to 3parp Pirti
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Partitioning for Software Fault To.era.cZ

because software does not normally fail in a permanent manner, the fa:tors that

favor small partitions are largely absent. Tne scope of fault tolerance

provisions for software is usually governed by the availability of good criteria

for error aetection (particularly in tne acceptance test for the recovery
block). Where errors in physical quantities are to be monitored, the
application of this criterion will usually result in large partitions, e. g.,

" encompassing an entire attitude measurement routine. However, in the system
executive functions much smaller partitions may be required because errors need
to be detected in quantities such as the number of tasks executed, or the number
of available processors. Because each acceptance test impacts the execution
time available for the primary functions, very careful design of fault tolerance

provisions for the system executive is required.

5.8.2 Similar vs. Dissimilar Redundancy

The early efforts in fault tolerant computing were almost exclusively aimed at
rdealing with random hardware failures, and under these circumstances use of
Sstandty or, spare units of identical design was not objectionable. Obvious

benefits accrue from the use of similar units (meaning of identical design) in a

fault tolerant configuration:

- Avoidance of multiple development, including all of the items listed in

Table 5-4 above.

- Identical error detection and switching provisions applicable to each

unit.

- It facilitates the use of tightly coupled configurations and minimizes the

execution time penalty associated with loosely coupled configurations.

On the other hand, software fault tolerance has always had to address design
failures and therefore used alternates of different design, even though this
involved considerable cost (it negates the benefits just cited). The advent of
very large scale integrated semiconductor devices (VLSI) which suffer from many
of the same testability limitations as software suggests that some rethinking
may be necessary in the choice between similar and dissimilar redundant units
for hardware fault tolerance.

At the very least, it must be recognized that fault tolerance that depends

exclusively on redundant units of identical design does not protect against
failures due to design deficiencies. The lifeboat approach discussed in 5.7.4
offers an effective way of providing fault tolerance based on dissimilar
elements. Analytical redundancy of measurements and of derived quantities
offers similar advantages. These techniques should be evaluated against a high
probability that design related hardware failures will increase in the near

future.



5.8.3 Response Time Requirements for Recovery from a Failure

As a general rule the complexity of the fault tolerance provision3 is inversely
related to the time allowed for recovery from a failure. Where the response
time has to be extremely short, a voting configuration is usually required anj
this incurs penalties in physical resources and throughput over simpler
alternatives. The tendency to integrate flight control functions (which usually
have the shortest response time requirements, of the order of 0.05 seconds) with
engine and weapons control may impose more severe recovery limitations on the
latter functions and may preclude the use of otherwise acceptable fault
tolerance techniques.

To provide an environment in which fault tolerance can be optimized against
response time requirements (and in which excessively complex fault to±erance
provisions can be avoided) at least the following is suggested:

- Analyze response time requirements for each individual aircraft function

to be served by a fault tolerant system.

- Determine maximum fault response time of candidate systems.

- Estatlish separate fau;t tolerance partitions for functional req.uirements
ttat cain be served by simpler fault tolerance config-ration!.

Figure 5-15 represents an example in which the short response time of a voting
configuration (the Fault Tolerant Computer in the figure) is utilized to serve
time critical flight control functions and also provides a fast response
monitoring for external functions (External A and B in the figurc). The latter
may be associated with weapons or engine control systems. Becau,;e the

switctover requirements have been assigned to another computer, the units used
for A and B dc no-t require any hardware fau!t tolerance provisio s. Tneir
program may need to be modified to provide heartbeat and other d~agnostic

outputs to the fault tolerant computer.
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5.8.4 Integration of Fault Tclerance and Diagnostic Capabilities

The complexity of digital aircraft equipment makes it necessary to consider
testability early in the design, and to incorporate diagnostic capabilities in
both the hardware and software components. Guidance for Air Force activities in
the testability area is contained in [BYR082j. A military standard for this
area, MIL-STD-2165 "Testability Program for Electronic Systems and Equipment"
has been issued.

In many cases the requirements for error detection and fault isolation to a line
replaceable unit can be met only by providing extensive built-in test (BIT)
capabilities. However, where there is also a requirement for fault tolerance,
the inherent error detection made available thereby can obviate the need for all
or much of the BIT functions. Because considerable resources are required for
BIT implementation, integration of these functions with fault tolerance is
highly desirable. In practice two situations can arise:

-An LRU is originally designed for applications that do not involve fault
tolerance and is later used as part of a fault tolerant system.

-An LRU is intended for fault tolerant applications.

In the former, BIT will be provided for the non-fault tolerant applications and
integration can be achieved only by utilizing such BIT capabilities as are found
suitable in the fault tolerance prcvisions. In the latter case, fault tolerance
provisions are usually implemented first and then utilized for BIT functions.
The reason for the priority assigned to fault tolerance is that error detection
and reconfiguration must be carried out under time constraints which are absent
in typical BIT scenarios. Thus, trial and error approaches which might be
tolerable for BIT purposes must usually be avoided where fault tolerance is
required.

Integration of fault tolerance and testability provisions can save both
development costs and reduce cost and physical resource requirements for
procured equipment. To facilitate this integration the following must be
considered:

- Logging of all errors in a medium available to maintenance personnel
(non-volatile memory, flight maintenance recorder, etc.).

- Duplication of the on-board fault tolerance provisions in test facilities
that may be utilized for further diagnosis.

- Timeliness of error detection in built-in test functions to permit these
F4  to be utilized for fault tolerance.
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5.9 !NCHFRPRATIDN OF SAFETY OBJECTIVES

In many practical respects the objectives of safety and reliability are
-.' identical, and both requirements are served by the fault tolerance techniques

discussed in earlier sections of the present chapter. However, some differences
must also be recognized: the primary emphasis in reliatility activi,ies is on
reducing the frequency of failure whereas safety activities concentrate on
minimizing the effects of failures. In flight critical systems both need to be
accomplished but the following paragraphs deal primarily with safety issues.

The regulations covering safety aspects of flight critical systems hive already
been described in Chapter 4 of this Handbook. They require the identification
of hazardous conditions, and subsequent actions to remove or control these
conditions, and to prevent situations which will lead to loss of life, injury,
or substantial property damage. A somewhat broader interpretation of safety is
implied in MIL-STD-1472 "Human Engineeering Design Criteria for Military
Systems, Equipment, and Facilities". Paragraph 4.8 of that document states
under the heading of Safety

Consideration shall be given to safety factors, including mini:ization
of potential human error in the operation and maintenance of the system,
7articularly under the conditions of alert or battle stress.

The automated failt tolerance provisions discussed here fully compl) with tne

intent of that requirement.

Although the effectiveness of fault tolerance provisions described in this
chapter may be expressed in terms of reliability, the motivation for fault
tolerance arises frequently from safety considerations, This is evident in
requiring either a specific maximum failure rate or toleration of a minimum
nuimber of failures for a specific function, such as flight control, because that
function Is recognized to be critical to the safety of the aircraft. In strict

reliability terms the improvement effort should focus on systems thift have the
highest failure rate or contribute the most to mission aborts, regardless of

their criticality.

A very significant impact of safety goals on fault tolerance provis:ons arises
in those applications where failure of an output in one direction c:in produce a
much more severe effect on the system than failure in the opposite irection.

An example of this type from an advanced aircraft engine control sy:3tem is shown
in Figure 5-16 [MCGL81.

The figure shows the effect of failure of the low pressure turbine Lnlet control
vanes. Four critical engine performance parameters are plotted aloag the
vertical axes, and the power lever angle is plotted along the abscissa. It is

seen that failure in the maximum inlet open position will introduce only minor
deviations from normal performance whereas failure in the minimum (2losed)
position will cause much more pronounced deviations.

In particular, the net thrust (FN) is reduce by over 5% when the fdilure
results in closing the inlet control vanes. A reduction 'n net thr.st by mcre
than eS is usually classified as a criterion for abort. Also, the turtnrie inlet

temperature (T4) can increase by 200 degrees Fahrenheit when the loa nressure
turbine inlet area is at a minimum. Thin to.p-.ratjre increase, if it per.9119
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effects of a fallure of the inlet control in the open pcsition are z.cn more
tolerable than those of a failure in the closed position there is a -lear
preference for the former case.

A digital computer by itself cannot usually ne programned to provide a safe
state after an arbitrary failure. Any such provisions in the software or in the
logiz can be defeated by an adverse failure of trne output elemer.ts .3 nxc. tast
have the capability of commanding either open or closed for normal control
operations). However, electrical, mechanical, or hydraulic provisi0os can be
incorporated at the system level to convert most failures to a safe 3tate. For
the low pressure turbine inlet control, an appropriate fail-safe conFiguration
can be achieved by a combination of

- A mechanical or hydraulic pre-load which causes the inlet vane to open in
the absence of a control input, and

- Provisions in the engine control computer, in an associated cozarator, or
in a flight management computer, that cause removal of all input to the
inlet vane actuation in case of a detected or suspected failure.

Similar preferred failure modes are encountered in automatic approacn and
landing systems and in terrain following. In all of these a failure in the
fly-up direction is generally preferred to one in the fly-down direction. When
fail-operational states have been exhausted, it is therefore desiratle to enter
a fail-safe mode which implements these preferences.

In other flight critical systems, where a fail-safe mode cannot be cefined, some
precautions against manifestly unsafe modes can still be incorporated. A
minimum requirement is to avoid abrupt changes of signals going to control
surfaces. Other areas for implementation of safety after failure are in the
transmission of engage/disengage sequences to associated functions. While any

S.~ .one moe of these functions may be tolerated, repeated transitions ca be

unsafe, particuIarly if they occur at frequenn.c . that excite air-r ft elas.-
modes.

Any exhaustion of fault tolerance provisions and entry into a "fail-safe" mode
must be indicated to the flight crew as a general alarm condition ard with
identification of the current mode and of any alternative control mcdes that
might be entered by manual selection.

..
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A wide spectrum of reliability and fault tolerance techniques has been discussed
in this chapter, and the purpose of this c:oncluding section is to summarize
these and to provide criteria for their application in flight critical systems.
The criteria encomPass benefits and costs. The former are expressed in terms of
the scope of the reliability improvement and in terms of its effectiveness. The
costs are assessed in terms of development risk and in terms of resource
requirements for production units. All of the criteria are expressed in Table
5-5 on a net benefit scale of 1 to 5 with 1 representing very low benefits and
very high costs, and 5 representing very large benefits and very low costs.
Explanation of the individual criteria are presented in the following
paragraphs.

* Scope of Improvement

This criterion is based on the fraction of total system level failure modes
covered and prevented by the ;pecified technique. The relative probability of

I the failure modes does not enter into the evaluation because that is highly
* dependent on the design and quality of each system. In some cases the vast

majority of all failures may be due to a computer power supply, and local (power
supply) redundancy may greatly reduce the incidence of system level failures.
However, power supply failures represent only one of many system level failure
modes and the scope of this technique is therefore rated low.

* Effectiveness of Improvement

This criterion is concerned with the completeness of fault avoidance or
* tolerance within the proper scope of each technique. Thus, reliability
* improvement techniques have a low score because they cannot be counted on to

remove all faults and they provide no fault tolerance. On the other hand, local
redundancy is rated high because within its scope it can usually provide high

* fault coverage. Where the recovery aetion is expected to resu.1t .in degraded
system performance, the effectiveness is reduced although the fault coverage may
be high; this is particularly applicable to system level fault tolerance
techniques.



Development Risk

The development risk criterion evaluates both how much experience exists with a
given technique and how consistently it acnieves satisfactory results. Tne
latter applies not only to fault avoidance or tolerance, but also tc the atsence
of side effects, particularly in reduction of throjgt.,t.

Resource Requirements

Resource requirements encompass the recurring costs and disadvantages associated
with using a technique. Disadvantages include physical resource requirements,

4. loss of thrcughput, and limitations on interfacing with other subsy:;I.ems.

TABLE 5 - 5 SYSTEM BENEFIT EVALUATION

Tecnique Scope Effectiveness Development Reso>irce
of Improvement Risk Re-uir:ments

Reliability improvement 1 2 4 5

Fault Containment 2 3 3 5
Error Correcting Code 2 3 4 5
Local Redundancy 2 4 3 4
Software Fault Tol. 3 4 2 4
Computer Redundancy -

Stmilar Des. 4 4 4 2
Computer ,Red ,.nancy -

Dissimilar Des. 5 5 1 1
System Level Redundancy 5 4 3 2

The scores indicated in the table reflect the results in typical applications

and variations by plus or minus one grade may occur in a specific situation.
The major objective is to narrow down the choice of techniques to te considered
for a stated objective. Thus, if a major reliability improvement is to be

attained, the selection should concentrate on techniques that score at least 3
in the scope and effectiveness columns. Similarly, if development risk must be
minimized, tecbniques with a low score in that column should be eliminated at

the outset.
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Chapter 6

EVALUATION METHODOLOGY

Air Force organizations have a major responsibility for the evaluation of
aircraft and their components, and this certainly includes the evaluation of
flight critical functions and of the equipment associated with these. The
present chapter starts with a discussion of evaluation criteria that are

* , pertinent to all phases of a project. This is followed by presentations of
specific evaluation methodologies in the order in which they are usually
encountered during the life cycle

- Analytic Models

- Simulations

% - Evaluation during Development

-Evaluation during Test

-Evaluation during the Operational Phase

7ne methodologies described in this chapter make extensive use of existing Air
5. - Force standards and guidance documents.

6.1 EVALUATION CRITERIA

Evaluation, criteria for reliability and fault tolerance requirements form the
basis for the evaluation methodology. It is desirable to formulate an outline
of the evaluation criteria during the conceptual phase and to add detail as the
aircraft and mission become better defined. RAFT evaluation criteria must be

.4, completed during the preparation of the Request for Proposal for the
developmental model.

6. 1.1 Types of Evaluation Criteria

At the aircraft level typical evaluation criteria are

- Abort rate (ground abort, air abort)

- Aircraft losses, fatalities and injuries per flight hour
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- Maintenance hours per flight hour

- Unavailability due to maintenance

- Equipment effectiveness (number of functions available/total finctions)

At the system and equipment levels quantities derived from the aircraft criteria

are more appropriate. Typical evaluation criteria at that level are

- Reliability or failure rate

- Probability of entering an unsafe state

- Availability or downtime ratio

- Number of permanent and transient failures that can be sustained without

oss of function

- Number of permanent and transient failures that can be sustained without

entering an unsafe state

- Mean cime between repair

Because the aircraft Cand in many cases also the individual systems) can operate
in several modes, a relation between RAFT evaluation criteria and operating
mo.es must be defined. Two approaches are available for this

- The percentage of time that each mode is utilized in a standard mission
can be specified, and the criteria are defined as applicable to that

standard mission

- Separate criteria are defined for each of the operating mojes

The chief advantage of the standard mission approach is the ease of evaluation
and simplicity of record keeping. Its ohief disadvantages are that it can mask

very poor RAFT attributes for modes that have a low weight in the standard
mission, and that the relevance of the standard mission to the actual mission
requirements is likely to change during the development period. When an
evaluation for a new mission profile is desired, this requires contractual
negotiations. There is therefore a strong preference for specifyirg RAFT
criteria for each operating mode and to accept the greater effort for evaluation
and record keeping that this entails. It will still be desirable to define one

or more standard missions so that a simple figure of merit for the RAFT
attributes can be generated. However, as the profiles for the stardard missions

change, new RAFT figures of merit can be generated entirely within the Air
Force.

7
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*6. 1.2 Utilization of Criteria

It is highly desirable to document the rationale for the selection of criteria
and for the quantitative specifications and to keep the documentation updated
as operational requirements change. Considerable expenditures are required for
the implementation of reliability and fault tolerance, and it is reasonable to
expect that the need for these expenditures will have to be justified repeatedly
during the development of an aircraft or a major system. Good documentation of
the evaluation criteria can be a major factor in facilitating rational
trade-offs of functional and attribute (RAFT) requirements throughout the system
life cycle.

In many computer based fault tolerant systems the evaluation criteria for
reliability and fault tolerance can utilize the following general classification

- hardware

- software

- .,- fault tolerance provisions

- performance deficiencies

The first two classifications correspond to causes of failure discussed in
S.Chapter 3. Evaluation criteria for the fault tolerance provisions as concerned

with the probability of correct error detection, reconfiguration and recovery.
The performance deficiency classification deals with fallure to meet response
time requirements when there is neither a hardware nor a software failure.
Performance deficiencies can in some circumstances cause flight critical
malfunctions and must be accounted for in applications that require the highest
reliability.

RAFT evaluation criteria are sometimes considered as part of contract incentive
provisions for flight critical equipment. While this is desirable in principle,
it is generally difficult to administer because of

-small lot procurements which introduce a large dispersion into the
statistical parameters for reliability and availability

-interaction of functional changes with reliability which will require

repeated negotiations of the incentive provisions during the development
phase

-uncertain classification of many failures which are likely to lead to
disputes regarding the award under the incentive provisions.

The remaining sections of this chapter deal with the evaluation of RAFT
attributes during successive life cycle phases.
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6.2 ANALTTICAL MODELS

Analytical models can be used during concept development and are usually the

only tools available during that phase. A general treatment of reliability

models for Air Force systems is contained in MIL-STD-756B "Reliability Models

-*'i and Prediction".

6.2.1 Simple Analytical Models

A few formulations for redundant components are described below (these hold for

availability as well as for reliability).

C o'.r, t E to

FIGURE 6 - 1 GENERAL FORM Of PARALLEL REDUNDANCY

Redundancy of active elements is illustrated in Figure 6-1. If any one of the

parallel components can perform the entire function, then the system failure

probability F is the continued product of all component failure probabilities

n
II F(1)

S-- i=-

If a, I -,';)orertn ha the fa' fai. ure prot,3il ity the atove sim Ii fies to

Fg Ft

If only two comp,ner.ts of equal failure probjbility are ie ved I reliatility
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fun( tion becomes

R,,x 2 Rj - (3)

Configurations which employ pooled spares can be modeled with the binomial or "k
out of n" formula. For an aircraft functiori that requires k components of a
given type, and for which n components are initially available, the system
reliability is given by

n

(1 R)~ (14)

k)

This equation assumes that all components are of equal reliability R.

The component failure probability, F = - R, can be obtained MIL-HDBK-217D
"Reliability Prediction for Electronic Equipment". Two methods are described in
Section 5 of the Handbook

1~ - the parts stress method, which considers details of the application and of

the electrical and thermal stress imposed on the part

-the parts count method, which is based on average application stresses

Prior to the detail design phase there is usually not sufficient information
available to use the parts stress method. Once that information is available it
becomes the preferred method because parts stress models the failure process
more closely than the parts count method. Where a version of the equipment is
already in service, or where data on similar equipment Is available, these data
should be utilized because they include usage factors which otherwise have to be
supplied as indicated below. Support of modifications and new developments is
an important use of data collection in the operating environment (see also
Section 6.6).

6.2.2 Modifications of Simple Models

The simpe reliability models have to be modified to account for

-mission phase (e. g., instrument approach equipment enters into the flight
control reliability model only during approach)

-environmental conditions (MIL-HDBK-217 lists multipliers applicable to
various aircraft types and ground operations)

-software failure probability

-performance deficiencies (see previous section)

4.'. .
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As the definition of a system progresses, additional factors must b? taken into
account, particularly failures due to the fault tolerance provisions. In very
simple situations the analytical models described above can be modified to
account for imperfect error detection and reconfiguration, but as more
refinement is needed a state transition model, such as the one shown in Figure
6-2 will need to be generated.

System level fault tolerance techniques, such as the ones described in Section
5.7, can result in operational states that do not provide full capabilities.
The modeling of these degraded states becomes significant for evaluation of the
total effectiveness of a new or improved weapon system.

Reliability and availability estimates obtained from analytical models can be
important inputs to decisions whether to proceed with a new development. All
assumptions, procedures, and intermediate results should be well dccumented.
Analytical models provide more insight into causes of reliability and fault
tolerance problems than do the simulation models described below. T,,erefore
analytical modeling is frequently continued even when simulations Ere available
that incorporate a more detailed structure of the error detetion ind
reconfiguration processes.

Analytical and simulation models permit the evaluation of likely oLtcomes of
system or component design decisions. Most of the models predict levels of
reliability and availability that can ultimately be achieved if no mistakes are
made in the implementation, and thus they tend to be optimistic relative to
early operational experience.

6.3 SIMULATIONS

Computer simulations of reliability models for fault tolerant systems become
w'- .' necessary as the number of states in the state transition models increases, or

as it is desired to include probabilistic inputs. Computer simula'.ions permit
much more complex transitions to be modeled, and they also furnish much faster
results for simple cases. Figure 6-3 illustrates a state transition model that
requires a computer simulation.

Most computer models include probabilistic assumptions for the tra:isition
between the states. However, if these transition probabilities ch3nge as a
result of prior events, or on the basis of flight conditions or coiputer states

two approaches can be taken:

- Each combination of environmental conditions is separately sinulated, and
the results are combined analytically (or in a higher level cmputer
model), taking into account the probability of encountering tie

L.-'z einironment of each individual simulation.

- The probability of environmental conditions is input into the cc,7uter.
ani Monte Carlo techniques are used to generate an c,'era.l rt' ii ty r
availability prediction (see MIL-3TD-75bB Method 1004).

, ......''
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The former Is called a deterministic simulation, the latter a probabilistic
* .* simulation. The deterministic simulation provides better Insight but also

involves more work. For Investigation of multiple environmental conditions the
probabilistic approach is Uusaly the only alternative.

In conventional simulations the computer program first simulates the occurrence
of a particular failure and then the response to that failure. In terms of
Figure 6-3 this means that first one of Possibly several hundred failure modes
will be simulated that lead to the transition from the OF (no failure) to the 1F
(failure of one processor) state, and that then the progression of that
particular failure through subsequent system states will be evaluated. The Most
frequently occurring failures, such as simple memory or processor failures, will
also be the most frequently simulated ones. But for the evaluation of flight
critical functions the emphasis is on less frequently encountered malfunctions,
such as dual failures or latent failures In parts of the recovery provisions,
and the small fraction of computer time devoted to these in the conventional
simulations makes the process inefficient. A refinement has been introduced In
which one simulation (or possibly an analytical model) is used to determine the
probability of failure in a specific mode, and the state transition model is
used only to evaluate the progression of the failure [GEISB3). The advantage of
this approach is that most of the simulation time can be devoted to the less
frequently encountered critical failure modes.

Because the development of a large scale computer simulation is a complex
process, a number of general purpose simulations have been developed that can be

* adapted to the specific configurations that are to be modeled. CARE III is an
example of simulations that are well suited to flight critical systems (it has
been sponsored by NASA Langley for aircraft applications). CARE is an acronym
for Computer Aided Reliability Evaluation. The elementary transition modeled by
CAPE III is shown in Figure 6-4. The transition probability from state i (Si)

to state k (SK) is represented by rgk ., and the reverse transition probability is

designated by rp . Provision for forward and reverse transitions permits

modeling of transient failures. The transition probabilities can be made time
dependent, as indicated by the Wt suffix. This permits modeling of delays
associated with error detection and reconfiguration.

Documentation of simulations is extremely important. Significant decisions are
made on the basis of results obtained from the simulations, and therefore the
assumptions, the validation of the simulation, and any changes made after a
complete validation need to be described. Because of their cost, simulations

6. frequently carry over from one life cycle stage to another, and may be passed
through several organizations. This emphasizes the need for careful
documentation.

% 6.4 RELIABILITY AND FAULT TOLERANCE EVALUATION DURING DEVELOPMENT

A major responsibility in the management of a development program Is to identify
*If and where assumptions of reliability models are being changed, and to either
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d-ju.srr the -~c-t: to relc t- new archtc'tu -.

reverse the changes: or to adjuttemdstrflc eneacht:Le
The availability of well-documented models is of course essential for this task.
Closely associated with the general surveillance of the reliability aspects of
the system architecture is a continuing investigation of more detailed factors
such as

- Performance margins

- Parts derating

- -~- Safety factors applicable to mechanical portions of digital equipment (e.
g., mounting brackets)

- Heat generation and removal

Gross failure rate predictions made during earlier phases must be allocated

during development to successively smaller partitions of the System. Important
considerations are:

- Are the allocated failure rates realistic in view of the actual structure
and complexity of the defined components?

C,- Are failure mode assumptions valid in view of the actual design?

- Can criticality of failures be reduced by modifications5 of the
* architecture or by redundancy of small scope?

Any additional information acquired as the development progresses should be used
* to evaluate the adequacy of fault tolerance and fault isolation provisions.

- - Examples of such information are

- FMECA conducted on portions of flight critical systems

- Fault tree analysis

- Experience with similar systems

- Air Force and National Aviation Safety Board accident reports

One of the most significant documents for the management of the reliability and

fault tolerance aspects that is generated during the development phase is the
test plan. It should be reviewed with particular emphasis on the following:

-Are all reliability and fault tolerance provisions being tested? In this
connection consider the classification of hardware, software, fault
tolerance, and performance deficiencies discussed in Section 6.1).

L - Is the sequence of tests such that the most critical functions are being
tested first (to permit changes in these to be made without requiring
extensive retest of less critical functions)?

-Are test cases consistent with the assumptions of the analytical and
simulation models?

-Can results of test be compared with those of the models?
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review prior to start of the next series?

- Are there provisions for repeating reliability and fault tolerance related
tests in case charges affecting these functions are made for other
reasons?

6.5 RELIABILITY AND FAULT TOLERANCE EVALUATION DURING TEST

Failures experienced during development and pre-test activities can furnish
valuable information for the reliability evaluation even if they art! not pact of
the formal test program. The following needs to be investigated for each
failure during test:

- Is the failure due to random causes or does it evidence a desiin

deficiency?

- Is the failure mode included in the FMECA? (If not, does this evidence
a need for updating the FMECA?).

- is o.e fre-uency of rardom failures Jn agreement wztn the prec.ction?

-f the failure occurred within a fault tolerant portion of the system, di.'
fault tolerance provisions operate as intended?

It is normal to have an initially high rate of software failures du-ing test.
However, this rate (normalized to computer execution time) should d~crease with
time and at the end of test should be at the specified level. The
man4ifes'tBons of software failures should be reviewed to determine tnat they
are wts.r the capabilities of fault containment or fault tolerance provisiors

If software testing is being conducted on the target computers, the hardware
performance during software test can provide important insights int (a)
performance bottlenecks which may propagate to reliability problems, and (b)
hardware reliability problems.

Stress tests (adverse environments for hardware and high workloads 3nd frequent

exception conditions for software) are designed to identify weaknesses in the
system and are particularly important for the reliability and fault tolerance
evaluation of flight critical systems. Failures that are observed in these
tests (including all transient failures) must be investigated thoroughly against
the criteria identified earlier in this section.

. Failures observed during stress tests (as well as throughout the development and
test p,.35es) furnish valuable clues regarding the effectiveness of Jiagnostic

i.igIfiant 'rt- ia in this respec. include:

- A, ~ " w, ; , tl run , n.ht r- Ve nti fie th I

. - bd a post-fallure d'agnustic verity the existence of the fault?
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could these faults tie verified in further maintenance actions? False
alarms due to diagnostic programs are a perennial problem and seriously
detract from their usefulness.

-Is the overall detection frequency of diagnostic programs consistent with
* . the failure frequency observed by other means?

There are a number of generally accepted formats for the reporting of hardware
and software tests, and these provide adequate information for the review of

*reliability and fault tolerance problems. In addition to the overall frequency
of hardware and software failures, the following should be investigated:

- Are there any failures which could not be duplicated or verified?

- Are there failures which could be duplicated but which have not been
a'...resolved (most likely to arise in connection with software failures)?

- Were there any incidents in which the fault tolerance provisions did not
operate exactly as specified (even beneficial deviations from the
specification need to be investigated)?

-What are the implications of the test results for the intended operational
environment (need to avoid certain flight profiles, restrictions on mode
transitions, etc.)?

Tne test time and the quantity of equipment involved is usually too small to
permit evaluation of reliability parameters by classical statistical methods.
However, sometimes the experience with these small lots clearly indicates that
reliability goals will be difficult to achieve. Contracts should permit such
indications to be used to require improvement efforts, alternate development, or
termination of the program.

6.6 RELIABILITY AND FAULT TOLERANCE EVALUATION DURING OPERATION

Wher significant reliability problems are being encountered during the
introduction of a new or modified weapon system, ample data are usually
available to identify the problem but it may be difficult to find a solution
that is economically justified and that does not significantly impact the
mission capabilities of the aircraft or system. A sequence of remedial steps
may be required, involving

- restricted operation to avoid the specific condition that causes the

problem

__- inspection and rework where required to eliminate an equipment weakness

-replacement of an equipment by one of a later design that avoids the
problem

-redundancy or fault tolerance to overcome the effects of the equipment
problem or failures



As each of these steps are being cons.Je-ea or implemented, there i. usually a
need for reliability evaluations, most likely of the analytic model'ng or
simulation type. The availability of a current reliability or avai:ability
model can be extremely valuable in pe-mr'ting a timely assessment o!' the effects
of the proposed change.

Another motivation for maintainirg analyti:a. reliability models and simulations
current during the operational phase is the need to support changes that do not
originate in the reliability area. Air Force weapon systems are fr,:quently
updated, and to support reliability and fault tolerance activities .n connection
with such updates the reliability models (both analytical and simulations) must
be kept current. This implies periodic reviews of failure rate and failure mode
assumptions, maintaining the structure of the model in accordance with the
actual aircraft structure (where there are several versions of an aircraft, each
will require its own reliability models), and keeping the modelling techniques
current with the prevailing methodology.

e evaluation of routine reports is another important reliability activity

during the operational phase. Potential data sources include

- Monthly Maintenance Digest, prepared by operational units

.- 'aLtenarce Data Collection Record, AFTO Form 349

a- - d.P-teane Discre~ar:y Repor:-, AFS Form 258

- Maintenance Actions, Manhours, and A,-,rts Summary (AFLCR 66-1S)

- System, Subsystem and Work Unit Code Failure Summary (prepared from AFTO
349 Forms by AFLC/LOEP)

-:of .. .e repcrts c-.'er only ha re failjres. Hcwe.er-, pro Jures ar.
currenti :,e-ng gener3teC to make AE .3 -,t aplciLI tc s ft*are faiures.
Software configuration control records sometimes provide an indication of the
frequency of software problems.

The above sources are valuable primarily for identifying potential problem
areas. To define the complete cause of the problem, its criticality, and
pcssible causes of action will normally require a detailed investilation, using
reporting forms or summaries specifically oriented toward a single area.

When there are no catastrophic events, it is frequently very diffi( ult to obtain
data to substantiate eitier the true absence of problems or the ex stence of
problems at a level that a'- not attract the attention of the operational
command bit which nevertheless r.3ve to be resolved. Typical of th? latter are

-__ workload related software problem-,. Since most reliability reporti cover a
* . period of one month, ard since a much greater fraction of the peri)d represents

% low workload activity than conditions of high workload, the entriei in these
r-pc-is are rather insesitive to work.oad relatfd failures. This is an area of

cn.. e r esause tlt! u:nu rr'e ,f *z.n. a F-r jd of , .,
,'-- w a. y have ru,? more ser ious ef_ , s in a smilar failure at a Iow

* wiri<-,dj itels. Hig. r ~ L~v T.~ 4Fi r,
systems may be due to

ite or ., _ l a
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- fures In non-igital portions ine system

recovery from failures in the digital system

- turbulence

- control or flight mode transitions

All of these represent conditions under which it is particularly important that

j the digital system continues to function.

A recommended approach to this potential problem area is to investigate the
workload conditions under which failures in flight critical equipment occurred,
and to give high priority to the prevention of failures that are associated with
high workloads.

r
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- Chapter 7

APPLICATION OF RELIABILITY AND FAULT TOLERANCE TECHNIQUES

This chapter shows how the techniques described earlier in this Ha:dbook can be
implemented in specifications, statements of work, and verification provisions.
three examples dealing with the development and evaluation of flight critical
systems in the Air Force environment are presented. The first example deals with
the specification of RAFT requirements during the concept phase. The second
example is derived from the development phase, and the third represents a
reliability improvement program during the operational phase.

In all cases the specific RAFT related requirements discussed here are intended
to be used together with functional and performance requirements of the basic
eqjipments, and quality assurance, life cycle cost, and integrated logistics
requirements that apply to the weapon system.

7.1 RAFT REQUIREMENTS FOR THE CONCEPT DEFINITION PHASE

The flight critical function discussed in this example is a flight control
system which is essential by the definition of MIL-F-9490D only for all-weather
operation. It is required that the flight control system be integrated with a
weapon delivery system. The latter requires much tighter control accuracy than
the 0.5 degree rms error that is adequate for the flight critical function. The
integration requirements dictate that a digital flight control system be
utilized.

7.1.1 Provisions for the System Specification

Tre following lists a number of qualitative requirements that are derived from
the mission definition presented above that apply to the specification. During
the concept definition phase there are usually very few quantitative RAFT
requirements, and it is assumed here that there are none. The next subsection
covers requirements that affect the conduct of the work and are tterefore more
suitable for inclusion in a Statement of Work or similar document. The
investigations and trade-offs referenced there establish quantitative RAFT
requirements during later stages of the life cycle. The rationalE is shown
indented below each requirement.

-2-



"-, 1. The performance of the flight control system mst n:- legrade below
levels required for all-weather operation following a single permanent

-.4: part or subsystem malfunction.

- This is both a common sense requirement arising from the essential

hature of the flight control system and a specific interpretation of

M:L-F-9490D par. 3.1.3.2.

2. he performance of the flight control system must not degrade below

levels required for all-weather operation following two uncorrelated

transient errors separated by at least 0.1 seconds. This requirement

must be met independent of the occurrence of a permanent part or
subsystem malfunction.

- his requirement reflects the greater probability of transient, .%

errors (compared to a permanent malfunction) and the greater

capability of coping with them.

- Independence of the occurrence of a permanent malfunction means that

this requirement must be met both before and after the conditions

covered by par. 1 above.

3. The responses of the flight control system to the events of the two

preceding paragrar>s must 'a) be deterministic, (b) be recorded in a
mediurt that can be read by maintenance personnel during the rext required

maintenance, (c) not result in oscillations exceeding the levels of
MIL-F-9490D par. 3 3.8, (d) be annunciated to the crew if they result

in degraded flight control operation or depletion of fault tolerance
capability for a period exceeding I second.

- Phrase (a) precludes probabilistic or trial and error approacnes to

fault isolation; although these are acceptable practices for E7T

they are not appropriate as part of the fault tolerance provisiors

because they may not bring the system to an operational state within
the allowable control system delay.

Phrase (b) assures that all fault tolerance actions are recorded;

this is desirable not only for monitoring purposes but also to
preclude the indetected occurrence of transient errors that cculd

interfere with the operation of other fault tolerance or safety

related provisions.

- Phrase (c) avoids significant control transients and also assures

that the delay associated with recovery from the error does not

"-" cause the aircraft to become unstable. For flight phases other than

-.- all-weather landing it is likely that the limits imposed by par.
3.1.3.8 could be safely exceeded.

A'.

- Phrase (d) alerts the crew to degradation of aircraft functions

and/or fault tolerance attributes.

S4. The 3ystem must ccmply with MIL-F-9490D par. 3.-1.3.9 both before and

after events of paragrapns 1 and 2 above.

.

-v A-A ;A.2 ; A-
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- This require s adherence to mninrur q.ar, t c't reliatl i  ty ar;d
safety requirements independent of the fault tolerance provisions.

S. Flight readiness shall not be degraded due to the presence of the fault
tolerance provisions. Maintenance requirements srali not be increased
du to the presence of the fault tolerance provisions.

These requirements are intended to preclude configurations which
will violate them very grossly; more precise requirements will be
formulated as part of the studies undertaken during the concept
definition phase.

e. Single malfunctions in each of the interfacing systems and utilities

shall not cause an error, transient or permanent, in the flight critical
functions.

- This represents a minimum requirement for control of tho interfaces;
it also implies that normal outputs or performance of t.'ese systems
must not cause transient or permanent errors in the fli;ht critical
functions.

Sis list is deliberately free of refErences to specific fault tolrance
con-"gu 4ons, relJabity acte ,r ine ng requirements that might
ccnstrai. the choice of an approach.

7.1.2 Studies and Activities Requirenents

Th e rEquire.ients stated below apply to the ccn' ept def.riticr phas , and rray be
met by Air Force in-house activities (including services of a support
contractor) or they may be included in a Statement of Work for a cDntractor. A
commor. rationale for all activities is to provide a bacis for specific
quantitative and qualitative requirerrents during later phases.

'-'. 1. Conduct ,he following activities in accordance with MI_-STD-785E
"Reliability Program for Systems and Equipmernt"

| - ,

1. . Task 10" -- Reliability Program Plan co'.erirg a'! activities

indented below:

- This establishes a framework for controlling the activities.

1.2. Task 163 -- Program Reviews to be conducted at specified intervals
and covering tasks to be competed at those times.

,.- - The conventional sequence of MIL-STD-1521 r view's is usual' y nrt
applicable to the definitic .,,ase; hence s., ic designa ion c

review dates and obje:.tiv~s required.

'.3. Task 201 -- Feliability Mod': i . 0ccorcae wi th Tasks
12 of MIL-ST-7 6E (any suitable mt.tnod at the option of th-,
implementer) and including cotrsioera-. ,,. .hardware, oftwa'-e, ard ,,
tolerance failures.

.................
". . . .. . . . . . . . . . . . . .



in Chapter 6 of th I5 HridtJ.

1.4. Task 203 - Reliability Prediction In accordance with Tasks 201 and

202 of MIL-STD-756B (any suitable method at the option of the
implementer) and including consideration of hardware, software, and fault
tolerance failures.

- This task provides the parameters for the reliability modeling

defined in the previous task.

1.5. Task 204 - Failure Modes, Effects, and Criticality Analysis at the

system and subsystem levels.

- Identifies critical failure modes and interfaces.

1.6. Task 208 -- Reliability Critical Items as derived from Task 204

- This establishes identification and control of flight critical items

and interfaces.

2. Conduct the following activities in accordance with MIL-STD-470A
"Maintainability Program Requirements".

2.1. Task '01 -- Maintainability Program Plan

- Establishes the framework fDr all other interted activities.

2.2. Task 206 - Maintainability Design Criteria Plan with emphasis on

validation of fault tolerance provisions after maintenance.

- The basic document establishes criteria for diagnosability, access

to equipment, interchangeability of parts; it needs to be tailored

for fault tolerant equipment.

2.3. Task 201 - Maintainability Modeling with emphasis on maintenance
of the fault tolerance provisions.

- This document forms the basis for assessment of downtime, readiness,
and total maintenance resource requirements.

2.4. Task 203 - Maintainability Prediction

- Provides the parameters for the maintainability model.

3. Subsystem Design Analysis Reports in accordance with DI-S-3581 on the

following subjects:

" 3.1. Single Point Failure Avoidance

3.2. Fault Tolerance/Operationai Readiness Trade Study

3.3. Fault Tolerance/Maintainability

- These reports provide qualitative and quantitative data for system

deign decisions in later phases.



7.1.: Ver f : r.Cr, Prc,'vaan:"o

A state transition simulation is the key element of the verification of RAFT
attributes during the concept definition phase. The simulation shll preferably
be developed and operated independent of the system development in order to
avoid misunderstandings of the specification from affecting both the system
under development and the simulation. Thne simulation can be used to verify:

- Single permanent fault tolerance,

- Double transient fault tolerance, and

- Speed of recovery (the simulation must be instrumented to generate the

delay associated with each recovery step and to output the sum of the
delays).

The other specification provisions are verified by the reports generated under
the Studies and Activities requirements.

7.2 RAFT REQUIREMENTS FOR THE DEVELOPMENT PHASE

Th e flight critical system in this example is the automatic control of a jet
engine. A manual backup control system is available that is adequate for
subsonic flight but not for the supersonic regime. In terms of MIL-F-9490D the
automatic control is classified as flight phase essential. Fault tolerance is
required only to permit safe transition to the subsonic regime in which the
pilot can assume manual control. Quantitative requirements cited in this
example are for illustrative purposes only and should not be interpreted as
being typical of current needs or capabilities. In practice the quantitative
requirements will be developed as part of the trade studies during the concept
definition or validation phases. A preliminary specification con.aining these
values may be circulated to potential bidders in order to solicit comments on
their ability to comply.

7.2.1 Provisions for the System Specification

In contrast to the avoidance of structural detail in the concept Jefinition
phase specification (see preceding section), the development phas? specification
assumes a configuration that has been identified as the optimum implementation
in preceding studies.

1. The automatic engine control system shall consist of a primary channel that
provides full control during all phases of flight and a secondary channel that
permits safe deceleration from supersonic to subsonic speeds if t e primary
channel fails during supersonic flight.

The dissimilar design approach was found practical because tie secondary
channel can be kept very simple. Thus, protection against design failures
can be provided without incurring the cost penalties usually associated
with dissimilar designs.

g- 1 -
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independent between the power lever s haft aJi tie mechanical output of tne

engine actuators.

- This implies independent sensors as well as separate electriz ard
hydraulic supplies.

- -~3. Switching from the primary channel to the secondary channel shall occur

under the following conditions:

- primary channel self-check fails,

- turbine inlet temperature exceeds high limit, and

- pilot selects secondary.

4. All transitions from primary to secondary shall be annunciated by the engine

warning system. Transition from secondary to primary shall be possible only
when initiated by the pilot. Operation of the secondary channel shall be

monitored by the engine warning system. Both channels shall complete a
self-check at least once per second. All self-check failures and all transitions

shall be transmitted to the digital flight recorder.

Se f-checks rather than cross-checks are used to preserve the indeendence
of the systems. The engine warning system, though primarily intenred to

mcrtor mechanical and thermal proble~rs, acts as a further creck and
enables the pilot to switch between primary and secondary. Malfunctions
of the engine control can be handled within the limitations of human
reaction time.

5. The failure rate of the primary automatic engine control system shal not

exceed .303 per flight hour, 0.001 per non-flight power-on hour, and :. 0I3 per

hour when nct powered. Pertinent failures include thcse due to hardwa-e,

software, and performance causes but do not include those due to faulty
maintenance, exposure to environments outside the specification limits or

induced by accidents or failures in other aircraft systems. Failure rates for

the secondary channel shall not exceed one-third of the values listed above.

The reliability and maintainability requirements of the primary ctannel
were derived (allocated) from an aircraft availability specification. The

requirements for the secondary channel were made equivalent (based on

functional complexity) to those of the primary channel.

6. The primary -channel shall not require scheduled maintenance more often than

once per 100 flight hours and 300 non-flight power-on hours. The secondary

channel shall not require scheduled maintenance more often than once per 300

flight hours and 1,000 non-flight hours. When not powered neither channel shall
require scheduled maintenance more often than once every 3 years.

7. Sc.eduled maintenance of either channel shall not require more than 30

mirutes on an aircraft in which standard access is provided. Ninety perzent of

all unscheduled maintenance actions snail not require more than 30 minutes and
no unscheduled maintenance action shall require more than 3 hours.

6r
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8. Switchover and annunciation provisions shall be checked as part of routine
post-flight inspections.

7.2.2 Studies and Activities Requirements

The requirements include all those described under this heading in Section 1.

Since development is assumed to be contracted out the provisions will in all

cases be incorporated in the statement of work. The scope of the requirements

has to be adapted to the development environment, e. g., in MIL-STD-785B Task

103 the program reviews specified in the governing contract schedule are

invoked. In addition, the following will be invoked:

1. Reliability Program in accordance with MIL-STD-785B

1.1. Task 102 -- Monitor/Control of Subcontractors and Suppliers

- To be invoked on both hardware and software suppliers.

1.2. Task 104 -- Failure Analysis, Reporting, and Corrective Action

(FRACAS) with reporting to begin as shown below

Component Test Phase for FRACAS Reporting

Sample and qualifi- All tests

fication lots

Parts Acceptance test

Subassemblies

Line replaceable Functional test

units and system

Software Following unit test

Rejected and repaired All tests
items

FRACAS Summary Reports shall be furnished monthly.

1.3. Task 105 -- Failure Review Board. A single administrative body
shall be responsible for both hardware and software failures. Detail

review activities may be conducted as delegated. The Air Fo-ce
Reliability Engineer (or similar position) shall be a member of the
Failure Review Board.

- The major responsibility is the timely compliance with FRACAS

requirements.

1.4. Task 205 - Sneak Circuit Ana)ysis for all engage, disengage, and

annunciation functions;

- routine analysis and test of these functions does not usually

provide complete coverage.

A.
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- A routine requlremer.t In s3pport of the reliaoillty requirements

2. MIL-&D- ' A Maintzr, abiliy Fr-)grj.m

2.1. All taSKS listed urder trs r edd ng in 7 1.2

2.2. Task 202 -- Maintainability Allocation

2.3. Maintainability Demonstration Plan in accordance with MIL-STD-471A
and DI-R-5318.

- Both of these activities are required in support of the
maintainability objectives of the specification.

- After Review of the Maintainability Demonstration Flan a decisior,
shall be made whether it is economically feasible to conduct a*'- demonstration in accordance with MIL-STD-470A Task 301.

7.2.3 Verification Provisions

.. l, y-is and stat . transi.tion simulations (as described in the precedr.g
sectior, continue to be key RAFT verification provisions during the early stages
of the development phase. As hardware becomes available, they will be augiented
by:

- Component breadboards and demcrstration models.

- System bench, usually connected to a simulator for the flight envirorent.
71- f.... . r permit verification of funr tional requirenerts 'e. g., that the
secondary channel provices safe deceleration to the subsonic region), and the
system bench permits verification of the switchover provisions. At still later
st3ges the system bench will be populated with production equipment which
permits realistic evaluation of RAFT related performance and timing
characteristics.

T-h, number of components procured during a development program is seldom
, sufficient to conduct a formal reliability demonstration in accordance with

MIL-STD-781C. Instead the following provisions may be incorporated in the
cntract or referenced documents:

1. Compliance with hardware reliability requirements shall be demonstrated
-: by analysis. However, the requirements shall be deemed not to have been

met if hardware failures experienced during a designated test period
-' (which should include the software tests to take advantage of the

operating time accumulated there) show at a confidence level of 75% or
greater that the failure rate exceeds the specified value.

.4. - This will reject the system if the failure rate is significantly
higher than specified; it does not provide assurance that the
failure rate is within specification.

." - ;.9 -
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2. Scftware reliability shall be measured in terms of failure rate averaged

over one month. The failure rate is a fraction, the numerator of which
is the number of observed failures and the denominator of wh:,ch is the
CPU utilization in hours during the reporting interval. The trend of the
failure rate, obtained by linear regression over a six month interval,

shall be negative until a failure rate of 0.05 per CPU-hour has been
achieved. There shall be no failures in flight critical portions of thE

software during the last 320 operating hours prior to acceptance.

3. Software development and software quality assurance methodologies shall
be specified to be compliant with the two applicable standards,

.4- MIL-STD-2167 and MIL-STD-2168.

- These standards incorporate requirements for in-process reviews that

provide good evaluation of software quality.

-* 4. It shall be required that flight critical software be subjected to 100%

(or near-100%) complete branch and call testing (see Section 5.6).

This is a minimum requirement. Branch and call testing does not

Iprovide total test coverage since details of the execution may
depend on data values or the computer state. The near-100% option
may be taken when there are calls or branches that can be accessed
only when certain interface conditions are true which cannot be
attained in the test environment.

5. Subsystem Design Analysis Reports in accordance with DI-S-3"81 on the
following subjects:

1. Single Point Failure Avoidance

2. Fault Tolerance/Operational Readiness Trade Study

3. Fault Tolerance/Maintainability

- During the development phase these reports are appropr:att for
evaluation (to determine that attributes assumed in the design
decisions were not materially changed in the implementation).

%1-
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In an advanced trainer the stall warning is currently furnished through the air

data system which employs a digital computer. The computer has a high failure

rate which has not been significantly reduced through several modifications that

had been recommended by the manufacturer. Because a failure of the computer

will simultaneously disable the primary air data display and the stall warning.

trainees have frequently had to rely entirely on the secondary airspeed and

altitude indicators and several near accidents have been reported under these

conditions. Three remedial measures have been considered:

- making the air data system redundant,

- a complete redesign of the air data computer, and

- providing a stall warning system that is independent of the air data

computer.

The first of these has been rejected because it will add an unacceptable amount

of weight and will result in a non-standard cockpit configuration. The second

alternative is considered to be high risk because previous modifications have

not achieved the desired reliability improvement. A separate stall warning

system is available from several vendors. The objective of the aircraft

reliability improvement program is to procure a stall warning system that will

improve the in flight safety (by reducing dependence on the air data computer),

will not significantly add to the aircraft maintenance requirements, and will

not detract from the dispatch readiness. The latter two requirements can only

be met by a system that has high inherent reliability (reliability without

recourse to redundancy or fault containment).

7. 3.1 Provisions for the System Specification

The system specification emphasizes independence from the existing equipment and

high reliability.

. The operation of the stall warning system shall be completely independent of

the existing air data system. It shall be capable of operating from the utility

electric power bus.

- The air data system operates from an EMI protected bus. The small power

requirements of the stall warning system make it feasible to provide EMI

protection as part of the equipment, and thus independence of electric

power supplies can be achieved.

2. The stall warning system shall contain self-check provisions covering the

electric input to electric output portion. Self-check failure shall result in

an instrument warning. The operation of the self-check shall be capable of

being monitored by maintenance personnel without recourse to external test

equipment.

- These provisions are essential because operation of the system is not

routinely observable by the pilot.

% %
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3. The failure rate of trie stall warning system shall n,-t exceed C.OC' per
flight hour, 0.0001 per non-flight power-on hour, and 0.0%903 per hour when not

powered. Pertinent failures include those due to hardware, software, and

performance causes but do not include those due to faulty maintenance, exposure

to environments outside the specification limits or induced by accidents or

failures in other aircraft systems.

- These reliability requirements are demanding but are necessary to avoid

impacting the maintainability and readiness of the aircraft.

4. Ninety percent of all maintenance actions shall be completed ir. less than 1
hour.

Because there will be comparatively few maintenance actions, E tight

control of maintenance time is not considered essential. Higher

requirements will add to development and evaluation costs without

compensating operational benefits.

7.3.2 Studies and Activities Requirements

Only reliability and maintainability provisions applicable to production
equipment are involved. There is no requirement for trade studies. Since a

large number of equipments will be procured and since a low failur, rate is an
important requirement, a formal reliability demonstratior prograr Ls provided

for.

1. Reliability Program in accordance with MIL-STD-785B

1.1. Task 101 -- Reliability Program Plan

1.2. Task 102 -- Monitor/Control of Subcontractors and Suppliers

1.3. Task 104 -- Failure Reporting, Analysis and Corrective Action
System for acceptance testing of parts and subassemblies and system

testing of all higher components

1.4. Task 105 -- Failure Review Board for hardware and software

1.5. Task 203 -- Reliability Prediction covering both hardware and

software, using MIL-STD-756A Method 2001 (Similar Item Method)

- Since this equipment is already in production, the similar item

method will provide the most realistic prediction.

1.6. Task 303 -- Reliability Qualification Test Program in accordance
with MIL-STD-781 Te-t Plan IIIC. Test to be run under simulated flight

conditions.

- The expected decision point for this test is reached at

approximately 11 times the specified MTBF (in this casE 1,000
hours). If 10 systems are used for the test, it can bE completed in

approximately 45 days.

U- b
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2.1. Task 202 -Maintainability Allocation

2.2. Task 301 -- Maintainability Demonstration

- Both of these activities are required in support of the

-. maintainability objectives of the specificaticn.

7.3.3 Verification Provisions

The RAFT related verification provisions are satisfied by the reliability

demonstration and maintainability demonstration included in the previous

subsection.

[.2
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Appendix A

GLOSSARY

This appendix consists of two parts. The first is a list of
abbreviations and acronyms used in the body of the report, and

-* the second part gives the complete nomenclatu-e for DoD documents,
0. primarily standards and specifications, that are referred to only

by alphanumeric symbols in the text.

A.1 ABBREVIATIONS AND ACRONYMS

AFALC USAF Air Logistics Command

AFTI Advanced Fighter Technology Integration (Program)

AFWAL Air Force Wright Aeronautical Labcrdtories

f. AIPS (NASA) Advanced Information Processing System

ARINC Aeronautical Radio Incorporated

ASD (USAF) Aeronautical Systems Division

AVFS Automatic Verification of Flight Software

BIT Built-In Test

CPU Central Processing Unit

CRMMP Continuously Reconfiguring Multi-Microprocessor

DFCS Digital Flight Control System

DoD Department of Defense

EMI Electromagnetic Interference

FAA Federal Aviation Authority

FCS Flight Control System

FMEA/FMECA Failure Modes, Effect (and Criticality) Analysis

FTMP Fault Tolerant Multi-Processor
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IEEE Institute of Electrical and Electronic Engineers

:FFN Identification Frien~d, Fo~e, Neutral

IL Integrated Logistics

LRU Line Replaceable Unit

MTbF Mean Time Between Failures

NASA National Aeronautics and Space Administration

PDR Preliminary Design Review

RPV Remotely Piloted Vehicle

SIFT Software Implemented Fault Tolerance

TMR Triple Modular Redundancy

VDC Volt Direct Current

VHSC7 Very High Speed Integrated Circuits

VLSI Very Large Scale Integration

* XOR Exclusive "or"

A.2 FULL NOMENCLATURE OF GOVERNMENT DOCUMENTS

DOD-STD-2167 Military Standard, "Defense System Software Development"

DOD-STD-2168 Military Standard, "Software Quality Evaluation"

M:--949' Military Specification, "Flight Control Systems - Design,

Installation and Test of Piloted Aircraft"

- M:L-HDBK-27 Military Handbook "Reliability Prediction of Electronic

Equipment"

'1 MII.-HDPK-472 Military Handbook "Maintainability Prediction"

MIL-Q-9858 Military Specification, "Quality Program Requirements"

...* ML-2' D-47c, Miiitary tadard, "Maintainability Program for Systms and
.]Equi pmen t"

, MIL-STD-471 Military Standard, "Maintainablity
Verification/ Demonstration/ Evaluation"

. -TD-L9, Military Standard,"Specification Practices'

- - -1 ,

.....................................



S---------

.• .' "- 2-7S MiL~~r --tan oard, " rr d ~ .es'r Pc e

.Chairateristics"

MiItary Standard, "Reliability ',einga

Military Standard, "Reliability Design Qual fication and
Accetance Tests: Exponential Distritution"

MIL-STD-785 Military Standard, "Reliability Program for Systems and
Equipment Development and Production"

MZ--STD-,2 Military Standard, "System Safety Program Requirements"

MKL-STD-883 Military Standard, "Test Methods and Procedures for

Microelectronics"

MIL-STD-1472 Military Standard, "Human Engineering Design Criteria for
Military Systems, Equipment and Facilities"

MIL-STD-1521 Military Standard, "Technical Reviews and Audits for
Systems, Equipment and Computer Programs"

-S-5 Military Standard, "Aircraft Internal Time Division

Cor.a'-.:£esp4nse Multiplex Data Bus"

- ,L-T -Z Military Starard, "Procedures for Perforn.rg a FaJ'ure
Mode, Effects and Criticality Analysis"
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Appendix B

EXCERPTS FROM FEDERAL AVIATION REGULATIONS

This appendix contains excerpts from a number of Federal Aviation Regulations
(FARs) which are used by the Federal Aviation Administration to certify civil
aircraft. Military aircraft are not obligated to adhere to these requirements.

The excepts are presented because it is believed that familiarity with them will
- aid in establishing suitable criteria for flight critical systems in general.

The FARs have evolved as a result of experience in the use of designs,
equipment, and maintenance practices, and their present structure does not
correspond to a systematic analysis of aircraft functions. They are presented

below in numerical order:

1. FAR 25:671 Control Systems

2. FAR 25:672 Stability Augmentation and Automatic and Power-Operated
Systems

j. FAR:25:673 Two-Controlled Airplanes

4. FAR 25:1309 Equipment, Systems, and Installation

5. FAR 25:1329 Automatic Pilot System

t. FAR 25:1333 Instruments Systems

7. FAR 25:1351 Electrical Systems and Equipment

. Control Systems (25.671)

(c) The Airplane must be shown by analysis, test, or both to be capable of
continued safe light and landing after any of the following failures...

- (1) Any single failure, excluding jamming.

(2) Any combinations of failure not shown to be extremely improbable,
excluding jamming (for example, dual electrical/hydraulic system

failures, or any single failure in combination with any probable

* qhydraulic or electrical failure).

(3) Any jim in a control position normally encountered during takeoff,
climb, cruise, normal turns, descent and landing unless the jam is
shown to be extremely improbable, or can be alleviated. A runaway

of a flight control to an adverse position and jam must be
accounted for if such runaway and subsequent jamming is not

extremely improbable.



(d) The Airplane must be designed so that it is controllable if all engines
fail. Compliance with this requirement may be shown by an; iysis where
that method has been shown to be reliable.

2. Stability Augmentation and Automatic and Power-Operated Systems (25.672)

If the functioning of stability augmentation or other automatic or
power-operated systems is necessary to show compliance with the flight
characteristics requirements of this part, such systems must comply with
paragraph 25.671 and the following:

(b) The design of the stability augmentation system or of any other
automatic or power-operated system must permit initial counteraction
of failures of the types specified in paragraph 25.671(c) without
requiring exceptional pilot skill or strength, by either the
deactivation of the system, or a failed portion thereof, or by

* . overriding the failure by movement of the flight controls in the normal
sense.

(c) It must be shown that after any single failure of the stability
augmentation system or any other automatic or power-oerating system:

(1) The airplane is safely controllable when the failure or malfunction
occurs at any speed or altitude within the approved operating
limitations that is critical for the type of failure being
considered.

(2) The controllability and maneuverability requirements of this part
are met within a practical operational flight envelope ....

(3) The trim, stability, and stall characteristics are not impaired
bebow a level needed to permit continued safe flight and landing.

3. Two-Controlled Airplanes (25.673)

Two-Contrulled airplanes must be able to continue safely in flight and
landing if any one connecting element in the directional-lateral flight
control system fails.

4. Equipment Systems and Installation (25.1309)

(b) The airplane system and associated components, considered separately
and in relation to other systems, must be designed so that:

(1) The occurrence of any failure condition which would prevent the
continued safe flight and landing of the airplane is (xtremely
improbable.

(2) The occurrence of any other failure conditions which would result
in injury to the occupants or reduce the capability of the airplane
or the crew to cope with adverse operating conditions is
improbable.
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section must be sh~own by analysis, and where necessary, by appropriate
ground, flight, or flight simulated tests. The analysis must consider

(1) Possible modes of failure, including malfunctions and damage from
external sources,

(2) The probability of multiple failures and undetected failures,

(3) The resulting effects on the airplane and occupants, considering

the stage of flight and operating conditions, and

(4) Crew warning cues, corrective action required, and the capability
of detecting faults.

(e) Each installation whose functioning is required by this subchapter, and
that requires a power supply, is an "essential load" on the power
supply. The power sources and the System must be able to supply the
following power loads in probable operating combinations and for
probable duration:

(1) Loads connected to the system with the system functioning normally.

r(2) Essential loads, after failure of any one prime mover, power
converter, or energy storage device.

(3) Essential loads after failure of:

(i) Any one engine on two- or three-engine airplanes, and
(ii) Any two engines on four-or more-engine airplanes.

(14) Essential loads for which an alternate source of power is required
by this chapter, after any failure or malfunction in any one power
supply system, distribution system or other utilization system.

5. Automatic Pilot System (25.1329)

(a) Each automatic pilot system must be approved and must be designed so
that the automatic pilot can be quickly and positively disengaged by
the pilots to prevent it from interferring with their control of the
airplane.

Mf The system must be designed and adjusted so that, within the range of
adjustment available to the human pilot, it cannot produce hazardous
loads on the airplane, or create hazardous deviations in the
flightpath, under any condition of flight appropriate to Its use,
either during normal operation, or in the event of a malfunction,

*assuming that corrective action begins within a reasonable period of
time.

(g) If the automatic flight integrates signals from auxiliary controls or
furnishes signals for operation of other equipment, there must be
positive interlocks and sequencing of engagement to prevent improper
operation. Protection against adverse interaction of integrated

* we components, resulting from a malfunction, is also required.
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6. Instrument Systems (25.1333)

For systems that operate the instrumnents required by paragraph 211.1'1'3(L,
which are located at each pilot's station:

(b) The equipment, systems, and installation must be designed so that. one
display of the information essential to the safety of flight which is
provided by the instruments, including attitude, direction, airspeed,
and altitude will remain available to the pilots, without additional

6N, crew member action, after any single failure or combination of failures
that is not shown to be extremely improbable; and

(c) Additional instruments, systems, or equipment may not be connected to
the operating system for the required instruments, unless provisions
are made to insure the continued normal functioning of the required
instruments in the event of any malfunction of the additional
instruments, systems, or equipment which is not shown to be extremely
improbable.

7. Electrical Systems and Equipment

(b) Generating system. The generating system includes electrical power
sources, main power busses, transmission catles, associateJ control,
regulation, and protective devices. It must be designed so that:

(1) Power sources function properly when independent and wnen
connected in combination;

*(2) No failure or malfunction of any power source can create a hazard
or impair the ability of remaining sources to supply essential
loads.
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Appendix C

BIBLIOGRAPHY

This Appendix lists a number of significant publications which are not found in
the Reference section of the report. The list is divided into three sections:

1. General (addressing broad topics in the employment of flight critical
digital systems),

2. Specific Applications (either design implementations or studies of
specific applications), and

3. Specific Techniques (such as reliability, software engineering, etc.).

Within each section the documents are listed in inverse chronological order
(most recent first).
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E. F. Hitt, J. Webb, C. Lucius, M. S. Bridgman (Battelle Columbus Laboratories)
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Reconfigurable Digital Flight Control System", FAA Technical Center, Atlantic
City, DOT/FAA/CT-82/154, April 1983

J. G. McGough, Kurt Moses (Bendix Corp.) and J. F. Klafin (Grumman Aerospace
Corp.), "Advanced Flight Control System Study", NASA Ames Research Center,
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D. B. Mulcare, W. C. Ness, and R. M. Davis (Lockheed-Georgia Co.) "Digital
Flight Control System Validation Technology Assessment", NASA Ames Research
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D. B. Mulcare, W. G. Ness, J. M. McCarty, J. M. Richards (Lockheed-Georgia Co.),
E. 0. Thronden, W. J. Hillman (Lockheed-California Co.), D. L. Hemmel, E. P.
Kosowski (Rockwell International, Collins Avionics Div.), and E. F. Hitt
(Battelle Columbus Laboratories), "Industry Perspective on Simulation Methods
and Research for Validation and Failure Effects Analysis of Advanced Digital
Flight Control/Avionics", NASA Ames Research Center, CR-152234, February 1979
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C.2 SPECIFIC APPLICATIONS

AFWAL Flight Dynamics Laboratory (Lt. b. Russ), "Terrain Following'Terrain
Avoidance Algorithm Study", AFWAL TR-85-3007, In preparation 19c5

AFWAL Flight Dynamics Laboratory (R. Bortner), "Multi-Micro Processor Flight
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University of Colorado, Multivariable Flight Control Design with Uncertain
Parameters", AFWAL/FIGL TR-83-3036, September 1983
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HR Textron, Inc., "Study of Alternate Approaches for Digitally Cortrolled Flight
Control Actuators", AFWAL/FIGL TR-83-3041, July 1983

S. Osder (Sperry Flight Systems), "DC-9-80 Digital Flight Guidance Syster
Monitoring Techniques", AIAA Journal of Guidance and Control, Jan-Feb 198'
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Electronic Engine Controllers", AFWAL-TR-80-2063, August 198C

C.3 SPECIFIC TECHNIQUES

IEEE Computer Society, Computer (Magazine), Special Issue on Faul To.erant
Computing, Vol. 17 No. 8, August 1984

S. S. Osder (Sperry Flight Systems), "Generic Faults and Design Solutions for
Flight-Critical Systems", AIAA Guidance and Controls Conference, San Diego CA,
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Appendix D

EXPERIENCE WITH FLIGHT CRITICAL DIGITAL SYSTEMS

Information relating to flight critical digital systems, primarily flight
control systems and components, is presented under two headings: production
installations and experimental installations. Only very limited data are
available at the current time, and the approach taken here is to report
incidents rather than to attempt a statistical evaluation.

D. 1 PRODUCTION INSTALLATIONS

There are no flight critical digital systems in current service with the U. S.
Air Force but the F-16 Digital Flight Control System is in full-scale
development as this report is being prepared. An overall survey of production
digital flight control systems is -shown in Table D-1. Most aircraft on which
these are installed have backup provisions, and in those applications the
systems are considered non-flight critical. The only production equipment in
use for critical applications is the flight control system for the Space Shuttle
Orbiter. The other flight critical applications are expected to undergo first
flights during the next few years. Most of the data in the table were obtained
from CREDI84).

None of the systems in Table D-1 is routinely utilized by the Air Force, and
maintenance records for these were not available for analysis. Instead,
failures in other digital components were examined for possible impact on flight
critical functions. Data for this analysis were obtained from the records of
the Air Force Inspection and Safety Center for the following aircraft: F-15,
F-16, F-111, and C-5A. These incidents are summarized in Table D-2. There were
no injuries, fatalities or major aircraft damage due to these mishaps.

. .. . . . . . .



TABLE D -I PRODUCTION DIGITAL FLIGHT CONTROL INSTALLATIANTh

AIr raft Year No. of Remarks
First Cnanreis

Flight

NON-FLIGHT CRITICAL INSTALLATIONS

JA37 Viggen (Sweden) 1974 1 Mechanical backup
DC-10 Autopilot 1975 Not in all aircraft

Tornado Autopilot (Europe) 1976 2 Digital outer loop, mechanical
and analog inner loop

CH53E DFCS 1977 2 Mechanical backup, marginal
handling qualities

F-18 DFCS 1978 4 Mechanical backup in pitch,
analog in roll/yaw

MD-80 DFCS 1981 2 Mechanical primary controls

Boeing 767/757 1982 3 Mechanical primary controls
4%, .., analog backup spoilers

A-310 Spoilers (Europe) 1982 2 Dissimilar hardware and
software

Agusta A-129 Helicopter (Italy) 1983 2 Mechanical back-up except
tail rotor

FLIGHT CRITICAL APPLICATIONS

Space Shuttle 1979 4 + I Single channel run.,. dissimilar
software

JAS-39 (Sweden) 1985 3 No backup
Lavi (Israel) 1986 1 Analog backup

JVX Tilt Rotor 1987 3 Optical fiber tran-.mission

F-16 DF S 4

TABLE D - 2 USAF AIRCRAFT INCIDENTS INVOLVING DIGITAL SYS;TEMS

Aircraft System No. of Remarks

Reports

F-15 Communications 1 Short circuit in RFI filter caused smoldering

F-15 Inertial Nay. 2 av. failures caused problems only when
aux. attitude display was not workng

F-16 Inertial Nay. 13 Most failures involved frozen attit.ude displ.
sometimes without warning. Some CiD.

F-'11 Weipons Computer 1 Shorted connector permitted gun to fire with

firing port closed

C-5A Inertial Nav. 0

"%]..'i-
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Except for the F-16 Navigation System failures, these data do not indicate any
characteristics of digital systems that set them apart from other aircraft

electronic equipment. Many of the F-16 failures occurred during company service

-ea' iness or service acceptance flights and may have been due to inadequate

checkout of the digital components. Nevertheless, these incidents raise

concerns that:

- serious in-flight failures could not be duplicated on post-flight
maintenance, and

- failures ocurred without warning indicators (flags) showing that anything

was wrong with the equipment.

In at least one case the post-flight diagnostics suggest that the failure may

have been caused by software.

The decision to install a digital flight control system on the F-16 represents a

significant milestone in the acceptance of digital technology for flight

critical functions within USAF. The major components involved in this system

and its interfaces are shown in Figure D-1. A block diagram of the digital

computer is shown in Figure D-2. Of the four independent computer channels

three furnish direct control outputs to servo valves (SVx) while the fourth

channel acts primarily as a monitor as shown in Figure D-3. This arrangement

6holds true for the five flight control surfaces that are controlled by the

integrated servo actuators (ISAs): left and right horizontal tail, rudder, and

left and right flaps. The leading edge flaps are controlled by dual motors, and

to furnish outputs to these the four channels are arranged in a dual-dual

configuration as shown in Figure D-4.

D.2 EXPERIMENTAL INSTALLATIONS

Significant experience with the use of digital systems for flight critical

functions has been reported from joint USAF/NASA projects at Edwards Air Force

Base/Dryden Flight Research Facility. The first of these projects was the F-8

Digital Fly-by-Wire (DFBW) control system which used a surplus Apollo guidance
computer. The mechanical controls were removed from the aircraft but an analog
surfa-- control system was retained as a back-up. This phase of the project

accumulated 58 hours of flight time in 42 flights with no report of significant

reliability problems [SZAL78].

The second phase of that project involved a triplex digital flight control

installation using computers of more recent design. The programming and

-heck-out of the triplex installation exposed a number of problems in computer

information interchange and synchronization. The first flight of this

configuration occurred in 1976 and the project continued until 1980 at which

time over 80 flights were conducted, totaling approximately 100 hours. The

incidents reported from that phase are summarized in Table D-3 [SZAL8C).

-6'
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TABLE D - 3 NATURAL FAULTS IN F-8 DFbW FLIGHTS

No. of Component Mode Remarks
Incid.

4 Computer memory failure Unrecoverable parity errors

2 Computer stopped executing

. Interface unit transient fault Restart restored normal operation

1 Interface unit permanent fault]

Except where the computer stopped operating the failure was correctly diagnosed
by the affected computer as well as by its partners. In failures involving a
non-operational computer both partners furnished the correct diagnosis. In none
of these 8 failures was there a noticeable control transient, and the aircraft
landed routinely on the two channels that remained operational.

In addition to the problems shown above, over 750 simulated faults were induced
in the digital portions of the system, and a large number of faults and
anomalies were also simulated in the sensors. In all cases the system recoverel
without incident. The basis for the redundancy management was that all charrn,.I
were fully operational at take-off, and extensive diagnostics were utilized to
validate this assumption. There were no incidents that indicated a deficiency
in the diagnostics. Well over 2,000 hours of ground time were accumulated on
the equipment. A design deficiency was noted due to the combination of the
following:

1. Existence of a latent fault which appears benign when all three channels

are operating.

2. A situtation in which all three channels do not have an identical image
of the system state.

3. Normal reaction to (2) resulting in disablement of more than one channel.

This potential problem was corrected by a software change.

A more recent project at Edwards/Dryden is the Advanced Fighter Technology
Integration (AFTI) F-16 program. A total of 118 flight were conducted over a
month period ending July 1983. The main objectives of the AFTI program is to
investigate aircraft configurations which provide high maneuverability and other
operational advantages. Auxiliary control surfaces (canards, wing slats) and
non-linear control modes are employed for this purpose. Digital fly-by-wl-e
technology is an essential ingredient of this program. The F-16 1stall3tIn
comprises three identical flight control computers and an analog back-up sys"-: .
A block diagram of the digital portion is shown in Figure D-5 [MACK8ia.
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"'.'As was the case in the F-8 installation, a number of synchronization and
~inter-channel communication problems became evident during ground check, and

some of these continued into the flight test stage. Small time differences in
sampling of analog sensor data were a typical cause of these problems. If the

,.) pilot moved the control stick rapidly, the stick position sensed by the three
computer channels would differ. Due to the high gain in the control laws, the

•. initially small differences were propagated into large differences at the
":! computer output. The redundancy management program identifies failed computers
, -="by looking at the differences in computer outputs. Whntedfrncs ue o
.'.# sensor skew exceed a given threshold, one or more computers may be considered
:r.'. "to have failed although they are fully operational.

,.,_ ' .'"A number of software problems were discovered during ground test and flight

A •test. Over 10 software releases were made to correct these. There were no
I in-flight computer hardware failures. Perhaps the most serious incident was
.7."associated with spurious control mode change coam'ands originating in a cockpit

: >. panel. The exact cause of that failure is still unknown. The mode command was

. . received and correctly acted on by all three cormputers and cause + pe'iodic and
r:" "potentially dangerous actuatior of the control surfaces. The pilot perceived

.' . these as "rough air" but they were correctly diagnosed on the ground (fror
1- telemetry) and corrective action was taken [MACKB3b]. A reasonableness check on

L . the frequency arid sequence of mode changes car, prevent the propagation of single
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Both the F-8 and the F-16 programs pointed out the value of extensive ground
testing and of pre-flight diagnostics. The fly-by-wire systems were found to be

" operationally acceptable. The AFTI F-16 program achieved over 20 hours of
flight time du-ing several months, and almost 30 hours during the final month.

". '- This record of availability in an experimental program is encouraging for the
use of digital techniques for flight critical systems.
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Appendix E

AIRCRAFT ELECTRIC POWER SYSTEMS

Electric power is essential for the operation of most flight critical systems.
An important step in the validation of these systems is therefore to analyze the
provisions of the power system for supplying essential loads under both normal
and abnormal operating conditions. The tendency to reduce cockpit crews makes

* it desirable or necessary that all power regulation and switching be automatic.

The need for highly reliable electric power will increase in advanced aircraft
types because:

- Aerodynamic and propulsion efficiency can be increased by utilization of
automatic (electronic) controls which then become essential for safety of
flight or for keeping pilot workload at an acceptable level.

The high cost of maintenance on mechanical, hydraulic, and pneumatic
com;onents promcteZ the introduction of electrical or electronic
eqaivalents. Studies of the replacement of hydraulic actuators by
electric ones is an example of this tendency.

- Advantages claimed for the all-electric airplane (a concept that is in the
demonstration phase).

In addition to the need for constant availability of electric power, it is
required that the power system not serve as either source or conductor of
electromagnetic interference (EMI) which can cause unpredictable operating
problems in digital equipment. The topics explicitly related to validation are
liscussed in later headings of this section. An overview of the principal
components and dEsign considerations for the electric power system in current
aircraft is presented below.
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I Ai rraft Electric Fower ' erera i r.

Tr ..rmarv so, -s 1f :rm a! ei r i o~r crr,1' i, r- _-a.z
mcunted generators. Ccnventionally, tne variatle sPeed engn ...
converted by a hydromechanical drive, e. g., a constant speed drive I2S ta
fixed speed of 8,000 or 12,000 RPM at the generator shaft. This enables tne
generator to provide a constant frequency 400 hertz (430 Hz) outp~t, the
customary frequency for aircraft use. The output voltage is usually 3 phase,
115/200 volts AC.

Modern generating systems combine the CSD and generator into a single, oil-
cooled unit termed an integrated drive generator (1D3). The most recent

*.- units mount the generator and CSD in a side by side ratner than an in-line
configuration; these are referred to as IDGS (integratel drive
generator - side by side). The current state-of-the-art is represented by a
high speed, 2-pole generator with an inside-out rotor: the high speed of
24,000 RPM allows significant weight reduction and a smaller diameter rotor
allows the higher speed without reducing the reliability.

-n most current systems constant speed is maintained by a mechanical or
ny~raulc governor with an electromagnetic trim head for fine control.
Elettronic means for obtaining constant frequency output -re finlng inrens ,
.cep,'.ae, and some of these are mentioned later.

The CSD units have experienced oil starvation during zero G and other severe
attitude conditions because the intake to the pressurization system ran dry.
This ca-sed loss of electric power at a time when there might be other
emergencies and has been responsible for a number of serious accidents. For t, .

9'est designs it is ciaimed that control oil pressure :s being maVn.aineZ
all times by means of a prioritized oil system.

Problems with reliability and the overhaul costs of constant speed drives anrd
their derivatives have led to the development of an electronic equivalent,
generally referred to as variable speed, constant frequency (VSCF) drives. VS,,
units utilize a high speed alternator directly driven by the engine drive pad at
a variatle speed (12,000 or 27,000 RPM). in the DC-link VSCF system the A.:
is first converted to DC, then to constant frequency 400 Fertz AC.
In the cyclo-converter VSCF the variable frequency AC is converted directly
to constant frequency 400 Hertz AC. The cyclo-converter system
utilizes SCR's (silicon controlled rectifiers) for the power electronics which
must operate at a lower temperature than the transistors and rectifiers used in
the DC-link system. The latter approach thus requires less envircnmental
conditioning and it also uses fewer components than the cyclo-convErter system.
Both systems require a high speed engine pad.

The cyclo-converter VSCF system has been installed on the A- L and F-19

military aircraft. The DC-link VSCF system has been utilized on ire AV-6b,

F-20 and the Gulf 3tream III; in addition, a DC-I.nk VSaF unit has been
insta'!eJ as a bacK up system un the F-16. VSCF sys'.?s Ir.m e b"tI -r
power quality, higher reliability and, above all, red-_ed life o)Cle '_(_1t.3

'n, tIy than that (f r.j ru-mno.'..;tn1,a1 unlt .
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thl- require the current 5tan,Iard voltag,:, and frequenr:y pose a ser'iou3 oo!taCi-
tc. ?.ne introduct or, of new power generation techniques regardless of tneir
intrinsic technical merits.

Voltage and frequency parameters for AC and DC power are governed by

MIL-STD-704. However, airframe manufacturers frequently generate their own

specifications for demonstrating compliance with MIL-STD-7O4 or for tailoring it

to a specific environment. Special Committee 123 of the Radio Technical

Commission for Aeronautics (RTCA) has generated that prescribes test procedures
of airborne electronic and electrical equipment, and which is widely accepted in
the industry.

A new military specification, MIL-E-23001, has been written for
cyclo-converter VSCF systems. Most provisions of that document can also be
used for DC-link VSCF systems.

2 Generating System Reliability and Availability

Th,; major factor in assuring power system reliability and availability is
redundancy of the power sources. When a single engine, single primary

generator design is employed, redundancy is provided by an emergen y power

source not dependent on engine drive power. Figure E-1 shows a typical

electrical schematic of such a system. For multi-engine, multi-generator
designs, a number of system architectures are in use. When two generators
are emloyec, the system is usually designed for isclate! operation with
cross-tie capability; this provides complete dual redundancy. In primary
electrical systems, each generator and its associated controls, relays and
bus is considered a channel. In a two-channel isolated system, each
electrical channel is separated during normal operation but the two channels can
be connected through the cross tie relay.

Figure E-2 shows a typical two-channel isolated system. In these isolated
systems the nature of the failure determines whether or not the system will

allow the channels to be crcsF-tied. If the fault is in the portion of the

system isolated by the generator relay (GR) opening, the cross tie is allowed

to close. The cross tie is locked out if the generator relay is not open

because then there is a high probability of a fault in the load side and closing

of the cross-tie could cause the loss of the second generating channel. Lockouts
*. can be removed and a reset attempted by manual action but this involves

some added risk. The concepts shown in Figure E-2 can be extended to
(--.

configurations involving more than two engines.
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The generator control unit provided for each channel contains tne requirel
*1 control and protection features. Controls include the voltage reg :lator

wrizn keeps the vcltage ;tnirn the relimren limits and, in parl.e: zy't;:=
aiso mear.s for load control eqjal distribution of loads). ContrI f.t_-t
are ba Ked up by prce-etive functions w1.i:: taKe tne channe. :ff
line when the control fails. Protective features on isolated systems
include:

- over/under voltage,

- over'unler frequency,

- open phase,

- phase rotation,

- overcurrent,

- ground faults, and

- pase-tz-phase falt.

Parallee syStems aid zver/un4er ex i4:In an: unt ala rr.c
-r'equen:y control is provided by the constant speed drive porticn of 11s cr
t r. e ele-tron.s on V F2 systems. Generally, contrcl ints on a-. .n.nn.

are identical and can be interchanged to allow good channels with
failed control units to be kept operational.

Detection for protective features is provined by current transformrner
* - and serse leads. .:fferentlal current transfcrmers are used t:]etert t=._.

currents and determrne wnat zone they are in. An example of the -s of
differential current transformers is shown in Figure E-3.

Control and protection power is generated from permanent magnet generators
mounted on tne main generator shaft. Thus, the control and protection of tle
electrical system is not affected by faults in the generator that it controls.

The latest control innovations incorporate mcmentary paralleling on o)s
transfers to provide interrupt-free power for normal operation; this
reducing transient effects, especially on start ups and shut downs.
Automatic control and protection is being provided to a high degree to
reduce crew work loads (especially during critical phases of flight) and to
allow crew operation by two individuals. Finally, for most operation and
* f l--e r~cc, .re t~on U required.
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-.,-.. E.2 ~ C Pc .er - vers-2r.

P werc-.,erticn in aircraft may take two fcrms:

primary DC power to 430 hertz AC.

- Cori'vrting primary AC power to DC.

The fcrmer is usually found in older aircraft while the latter is the pract-ce
- in all recent aircraft designs. Conversion to AC is accomplished in solid state
'* - inverters that provide 26 V or 115 V W00 Hz single phase output. 'here tnree

-"n 3se A- is required, three inverters are connected to a common cor.trol unit
* that prcvides the proper phase relationship. For aircraft that generate prlrrary

AC power the required DC is usually provided by transformer rectifiers. The
latter may use multiple windings to create a 12 to 24 phase output which reduces
the filerlng required for an acceptably low ripple in the output. CIrcuit

breaKers are used for protection at the input and output of the ccnversion
"nits. Where conversion units are operated in parallel, isolating diodes may be
used at the output for additional protection. The standard DC voltage presently

utilized is 28 volts. The AC voltage input to the transformer rectifier is

rtw.1ieod and this is usually sufficient for stability of the DC otput.

-Y., -.v a-r-raft re;.uire 28 V AC single phase for lignting and instru.ents. T .s
, sa_ yer:.,ec from tne 15 V AC by -2- *trarsformers which sup;ly loca -

Some aircraft provide 60 Hz AC power to facilitate use of ordinary appliances.
In specialized uses (e. g., for life support equipment in medical evacuation

r_ r~ t.nis power may become critical and will require validaticon. It is
prtsen.:ly f.rnished by solid state power conversion equipment which uses a

''Cvol.t AC in;_,t anj supis 4isgle phase, ~vl

Exis z n specifications require that non-standard voltages be generated in-r:
to tne using equipment. Thus, digital components that use regulate. + 15 volt5
or + 5 volts power must contain internal power converters. As the uses of

d,.zta! eqjipment on board aircraft increase some changes in this policy may te

4.4
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E. - Nor-Flight ard Enmergency Conditions

1 External Pcwer

Virtually all aircraft use a standard external power receptacle which allows an
external source supply electrical power to the aircraft. The external power is

usually connected to the AC tie bus via the external power relay. From there
the bus tie relays can be used to apply the power to any or all of the generator

buses. External power protection usually consist of:

- over/undervoltage,

- over/underfrequency, and

- open phase and incorrect phase rotation.

The components for implementing this protection are located in the external
power panel. Lights are provided at the panel to indicate when the external
power quality is acceptable and when external power is not in use so that the
plug can be safely removed. Should external power quality be unacceptable for
aircraft use, the external power relay is tripped, disconnecting this source

from the aircraft buses. The use of external power for all ground functions is
preferred since this power is considerably less expensive than running an engine

or the APU (see below).

2 Auxiliary Power

Auxiliary power units (APUs) are installed in many aircraft to provide an
autonomous source of ground power, particularly for starting engines in
locations where external power is not available. The auxiliary power unit
consists of an engine driven alternator, usually with good speed regulation so
that no additional means of frequency control are necessary. This generator is

4 usually connected to the AC tie bus via an auxiliary power relay, using the
existing bus tie relays to apply this power to any or all of the generator
buses. Automatic overcurrent protection APU generators is considered essential
since the cockpit is not always attended during APU operation.

In typical operation the aircraft battery is used to start the APU, and the
current supplied by the latter is then used to start the aircraft engines. APUs
are designed for ground operation and are usually not a source of in-flight

emergency power (see below).

3 Availability of Power under Emergency Conditions

Emergency power requirements fall into two categories. The first is an all
engine out condition. This requires emergency power capability to control the
flight so that an engine restart profile can be followed and in the case of
fa1ilure to restart engines allows enough capability for a controlled landing.
Requirements in this instance are for no more tnan 1/2 hour of flight. The
second category is an all generator out condition in which engine power is
available. For this condition and an overwater flight emergency, power could be
required for 2 to 3 hours.



.-AF

er mergency conJitins only loajs connnected to tne A- and D, e rgenr:y
:cses are powered. Such loads include communications, flignt and e-.gine stev
instruments, all necessary flight controls, minimal navigation equi:ment,
reired indications, ignition and some cockpit lighting. Since loss of powe-

- ~. ~_oi cJr in critical phases of flight, transfers to emergency pcier sflui u
" . a-oiatcc. Manual transfer capability is provied as a backup to tne a tc C

cr;trcls and to allow testing.

The follcwing sources of emergency power are in current use:

- Storage batteries -- frequently the same battery used for autoomoug
-',t engrne starting

- -a-n air turbine -- this may drive an emergency hydraulic power supply
-.nicn in turn drives an alternator or combination AC and DC gererator

- Air driven generator -- usually manually deployed (via cables) int: the

airstream.

7he main disadvantage of batteries is their limited capacity and hence the
resulting restriction on the duration of flight which they can supPort. Both DIr" the other sources can support virtually unlimited flight duration if there is

"ropulsive power available, and this is the condition under which prolorged
filt cr. eme-rgency pcwer is required. Some rece.nt r:tary aircralt em Icy a
mrfoe... cwered emergency generator.

Testing tre capability of the emergEncy power system is an item of zaor
concern. Where a battery system is used for emergency power and AFU starting,
tne APU starting is a good test of battery availability. Additionally,
e7m erency power can be selected and the system can be fully tested on the zro~r.d
and in the air. The ram air turbine can be tested by use of an auxiliary

ndr'aulic supply to drive the generator. The air driven generator cannot be
directl 1tested on the ground; it is customary to connect an auxiiary t ....
motor to an extension of the generator shaft to provide the drivin: force.

A tyical emergency power load transfer arrangement is snown in Figure E-a.

F.1 4uilt-in Test (BIT)

F r e pre-flight testing of tne electr'c power system is Impract:cal be cuc
-" -'of:

- t me te required for a c:mprtihensive test of ali functicns,

- the expense of running the engines (required to test all generators), and

A - lr ity to simulate so-ne lods union ire v:t,e ).nly i, flrr' ,:,,-
inlet de-icers, etc.).

K-: For the: reasons, built-in test capability has been provided to cuptire the
o' atra-rm n e ncrmai) -ondi ions of'

4 %'
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Sc r.i';ns is "s> atle tc tne crew, and mort detaile! Gata arM
avajilatle fcr mairntenance purposes.

Mos* recent a.4iroraf' provide three dist*n-t 1T fcn'on-:

- zntinuous BIT -- used during normal operation, start up and srut down
a~t atl3 1 ly detert, store and indicate a failure condition and upor.n

interrogation indicate the type of failure and the corrective action
re ,cired.

B d rF d -- providing the capability to periodically cneck the .v-.
prctective features, such as circuit breakers, phase rotation sensors, anz
;!rc.:nd fault et' -. ..

S'tored Memory BIT -- used to store selected responses to test inruts,
primarily for use in off-line and shop testing.

re latter 2apability is particularly valuable for tracking down transient
failure symptoms.

In present installations the BIT is a dedicated function serving orly the
eet pcwer system. Controls for the BIT and indications from it are
'- as__ .Atd with the electric power panels in the cockpit. There are tender,.. .

wt .-erate BIT f n.tions from several aircraft systems in order to redJ-e toc :
cf :s.Dc4t ccntrcls and to furnisn .mprcvel rea.:ut _aaclities se. g.

2S1 21 :at ode ray display for all maintenance requiremens).

.'.EJ > r'l of -ie trzmawnetic Interft-r-n-? (EMi)

Te :n :ifLn£ use of digital components aboard aircraft has led tc heignrer cl
"_nern witn the reduction of EMI or, in a positive sense, with improving tne
eletromagnetic ccpatibility of all aircraft systems. Digital coaponents ar-,
particularly vulnerable because:

- they 7perate at l'w voltages,

- ohcir extremely fast response time, and

- man y igit i font-t ns include latches so trat one an impr,; er o ,
) . .en induced the function will not return to the normal state if the
.t*cimlus (the EM') -e-ses.

i,-4.
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1 EM: .;rntrir,, tin' of tne Power 2yst-m

Th' primary semans of generating ir, -iferer.ce are -orduction and ral1ation, and

botr of tr,'se May be canoed by th e1'~trlo pc,w-r system. Conducted

in',,:rfer,;r.le i:i g'nk-r-jt.-J by:

- processes wIthin the generation and controI systm, e. g., narmcnics of

the generator output voltage,

- switching of buses or of individual heavy or inductive loads,

- "pick-up" by conductors leading to the digital equipment, and

- voltage differences in the ground plane.

Permissible manifestations of the first two mechansims are defined in

MIL-STD-704. Using equipment must be capable of tolerating these, and the most

common techniques for accomplishing this are line filters and voltage

regulators. However, external power supplies do not always conform to

MIL-STD-704, and there have been a number of incidents in which faulty operation

or even permanent damage to sensitive equipment has been caused by ground power

supplies which were outside the limits of the standard. Transients associated

witn switching frcm one supply to another have also been an occasional cause of

EMI related failures. Tne employment of make-before-break contacts on tranfer

relays, wnsch is now com-ng into practise, is expected to aiiev'3te these

proclems.

Pick-up can be reduced by installation practices which include use of twisted

and/or shielded conductors and bundling of cables, based on their voltage and

rn ar'cteristics. Typical zrc pz for this purpose are:

- Fower conductors to heavy electrical loads.

- Power conductors for instrumentation and electronic equipment.

- Extremely susceptible lines (pyrotechnics, antenna wiring).

- ensitive audio, viJeo, synchro, and digital data lines.

- Equipment connections (which may constitute a combination of the abcve)

limited to short lengths (about 3 feet).

Bundles of different conductor types are separated by 3 to 12 inches, depending

on the length of the run and the relative susceptibility of the signals carried.

Radiated interference can be caused within the electric power system by any

rinq, suon as in associated witn o;. nr:ng of a contact in circuits serving
inductive loads, by chattering relay contacts, and by fields set up by high
v;tes in using equipm-nt. Because tr-.re are other sources of raJiated EM:,
3,jcn as tritcelectric and atmospheri- discharges, the primary preventive

.2 % - . --. ... L I , '
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